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ABSTRACT 
 
Achieving precise velocity control in ICEs is crucial for optimizing performance, fuel efficiency, and reducing emissions. 

However, the nonlinear dynamics and uncertainties inherent in ICE systems pose significant challenges for conventional control 

methods. In this paper, we propose an adaptive approach integrating a Proportional-Integral-Derivative (PID) controller with 

Radial Basis Function Neural Networks (RBFNN) to address these challenges effectively. The proposed controller architecture 

comprises two main components: a RBFNN designed to estimate modeling uncertainties, such as unknown friction and external 

disturbances impacting the ICE structure, and a primary PID controller responsible for regulating velocity. The RBFNN serves 

as a dynamic estimator, continuously learning and adapting to variations in system dynamics, thereby enhancing the controller's 

robustness and adaptability. By accurately capturing the nonlinearities and uncertainties inherent in ICEs, the RBFNN contributes 

to improved control performance and stability. To validate the efficacy of the proposed approach, extensive numerical simulations 

are conducted using MATLAB Simulink. The simulations involve various operating conditions and scenarios to comprehensively 

evaluate the controller's performance. Additionally, the proposed methodology is compared against conventional PID methods 

documented in the literature to assess its superiority in terms of robustness, tracking accuracy, and disturbance rejection. The 

results demonstrate that the adaptive PID controller utilizing RBFNNs outperforms traditional PID approaches, exhibiting supe-

rior velocity regulation and disturbance rejection capabilities. Moreover, the proposed methodology showcases promising poten-

tial for real-world implementation in ICE-based systems, offering enhanced control performance and efficiency. Overall, this 

study contributes to advancing the field of control engineering by introducing a novel adaptive control strategy tailored specifi-

cally for velocity control in internal combustion engines, leveraging the capabilities of RBFNNs to mitigate uncertainties and 

improve overall system performance. 
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1. Introduction 

The internal combustion engine (ICE) stands as a pinnacle of 

modern engineering, revolutionizing transportation, and power gen-

eration since its inception [1-3]. It represents a marvel of human in-

novation, converting the chemical energy stored in fossil fuels into 

mechanical energy through controlled combustion within a confined 

space. Among the various types of internal combustion engines, the 

four-stroke internal combustion engine emerges as a cornerstone in 

automotive and industrial applications, owing to its efficiency, reli-

ability, and versatility. 

Four-stroke internal combustion engines operate on a systematic 

cycle of intake, compression, power, and exhaust strokes, each me-

ticulously orchestrated to harness energy from fuel and propel ma-

chinery forward. This cyclic process not only ensures optimal power 

output but also minimizes waste and environmental impact com-

pared to alternative engine designs. 

Four-stroke internal combustion engines are predominant choices 

in the field of conventional and hybrid vehicles due to their superior 

energy efficiency compared to two-stroke engines [1-3]. This pref-

erence stems from multiple factors, including the fact that a four-
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stroke engine generates power only once every two revolutions, re-

sulting in lower fuel consumption compared to two-stroke engines, 

which require one revolution for a complete power stroke. This fun-

damental difference in how four-stroke and two-stroke engines gen-

erate power has significant implications in terms of fuel economy 

and emission reduction. 

Four-stroke engines also offer the additional advantage of produc-

ing fewer emissions and providing a more constant torque than their 

two-stroke counterparts. This is attributable to the more complex de-

sign of four-stroke engines, which allows them to optimize the com-

bustion process and minimize energy losses. 

Regarding spark ignition (SI) engines, they primarily operate on 

gasoline, although they can also use ethanol as an alternative fuel, 

making them more energy versatile. The main components of SI en-

gines include the intake and exhaust manifold, intake and exhaust 

valves, spark plug, piston, coolant, cylinder, crankcase, connecting 

rod, and crankshaft. Each component plays a crucial role in the over-

all operation of the engine, contributing to its performance and effi-

ciency. 

In this study, we extend the scope of conventional internal com-

bustion engine technology by adapting it for hydrogen fuel utiliza-

tion. Hydrogen, as a clean and sustainable energy carrier, offers a 

compelling alternative to fossil fuels, enabling combustion with zero 

carbon emissions. Unlike traditional hydrocarbon-based fuels, hy-

drogen combustion primarily produces water vapor, significantly re-

ducing greenhouse gas emissions and contributing to environmental 

sustainability. The adaptation of internal combustion engines to hy-

drogen fuel presents unique challenges, including optimizing fuel in-

jection strategies, mitigating pre-ignition risks, and ensuring effi-

cient combustion dynamics. By leveraging advanced control meth-

odologies, we aim to develop an adaptive speed control system tai-

lored for hydrogen-powered ICEs, enhancing their performance, sta-

bility, and efficiency. This transition toward hydrogen-based internal 

combustion engines aligns with global efforts to decarbonize trans-

portation and industrial applications while preserving the advantages 

of well-established ICE technology. 

Motivated by its widely used in many applications, the study of 

controlling this motor. The design of speed controller for internal 

combustion engines (ICE) has garnered much attention in the auto-

mation community due to its crucial role in improving engine per-

formance and efficiency. In recent studies [4-5], researchers have fo-

cused on implementing PID controllers specifically tailored to con-

trol the speed of ICEs. These controllers offer a robust and versatile 

solution to maintain desired speeds under various operating condi-

tions, thereby contributing to enhancing engine operation and energy 

efficiency. 

In another notable initiative [6], a sophisticated control system de-

signed for engine speed and torque, using a linear quadratic regulator 

(LQR) approach, was introduced. This system employs first-order 

transfer functions with delay, demonstrating successful implementa-

tion and validation across the operational spectrum of both diesel and 

spark ignition engine dynamometer sets [7]. The use of LQR meth-

odology underscores the importance of advanced control techniques 

in optimizing engine performance and ensuring smooth operation 

under diverse load conditions. 

Furthermore, the application of Model Predictive Control (MPC) 

has proven to be a promising avenue for enhancing the accuracy and 

adaptability of speed control systems for ICE [8-10]. In [11] an adap-

tive sliding mode controller is proposed for controlling the air-fuel 

ratio of an ICE. Moreover, in a recent breakthrough [12], deep learn-

ing methodologies were integrated into the MPC controller design 

process, demonstrating the potential of innovative techniques in op-

timizing engine performance and efficiency. Additionally, the explo-

ration of Secure Deep Reinforcement Learning (SDRL) in [13] high-

lights ongoing efforts to develop robust and reliable control strate-

gies capable of ensuring both optimal performance and operational 

safety of ICE operations. These diverse approaches collectively con-

tribute to advancing the state of the art in speed control systems for 

internal combustion engines, offering insights and innovative solu-

tions to optimize engine performance and enhance overall opera-

tional efficiency. 

Motivated by these works, in this paper, one shall propose another 

approach using the advantage of radial basic functional neural net-

work for design an adaptive PID controller for speed control of an 

ICE. 

2. Dynamic model of an H2-ICE 

The key components of internal combustion engines can be ana-

lyzed to enhance understanding of their operation and interrelation. 

This deepens the knowledge base of engineers and researchers, pav-

ing the way for technological advancements and improvements in 

engine design and energy efficiency. To simplify the control design 

process, the dynamic model of an internal combustion engine (ICE) 

can be divided into two sub-dynamic models. First, the combustion 

dynamics, which include all the equations describing processes from 

air and fuel intake via the environment and fuel injectors to the com-

bustion process. This process generates engine torque, which drives 

the crankshaft. Second, the crankshaft dynamic model, where the en-

gine torque serves as an input for rotating the crankshaft. This rota-

tion represents the motion of the ICE, with engine speed correspond-

ing to the rotation speed of the crankshaft. 

 

2.1. Combustion Dynamic Model 

The combustion model starts by taking the air from the environ-

ment to send to the chamber, this controls the amount of air flowing 

into the engine in response to the driver's accelerator pedal action. 

The mass flow rate (�̇�𝑎𝑖𝑟) is determined as following Eq. (1) [14]: 

 

�̇�𝑎𝑖𝑟 =
𝐴𝑒𝑓𝑓𝑃𝑢𝑝𝑠𝑡𝑟

√𝑅𝑇𝑢𝑝𝑠𝑡𝑟
𝛹(𝑃𝑟𝑎𝑡𝑖𝑜) (1)  

Where 𝑃𝑟𝑎𝑡𝑖𝑜is the ratio of downstream pressure (𝑃𝑑𝑜𝑤𝑠𝑡𝑟) and up-

stream pressure (𝑃𝑢𝑝𝑠𝑡𝑟). 
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Figure 1. Charging Efficiency Coefficient [20]. 
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(2)  

Where 𝑃𝑢𝑝𝑠𝑡𝑟 = 𝑃𝑎𝑏𝑡 = 101325 Pa  is the ambient pressure. 

Ψ(𝑃𝑟𝑎𝑡𝑖𝑜) is the based follow correlation and is the function of 

𝑃𝑟𝑎𝑡𝑖𝑜 calculates the based on the different conditions of flow. 

𝑃𝑟𝑎𝑡𝑖𝑜 =
𝑃𝑑𝑜𝑤𝑠𝑡𝑟
𝑃𝑢𝑝𝑠𝑡𝑟

 (3)  

 Where 𝑃𝑙𝑖𝑚 is the pressure ratio limitation, 𝛾 = 1.4 is the ratio 

of specific heats  

𝐴𝑒𝑓𝑓 is the effect area, and is calculated as follows: 

𝐴𝑒𝑓𝑓  =
𝜋

4
𝐷𝑡ℎ𝑟

2𝐶𝑡ℎ𝑟(𝜃𝑡ℎ𝑟)  (4)  

𝜃𝑡ℎ𝑟 = Θ𝑐𝑡_𝑡ℎ𝑟
90

100
 

(5)  

 

Where 𝜃𝑡ℎ𝑟  is the open angle of the throttle valve(in degree), 

Θ𝑐𝑡_𝑡ℎ𝑟  is the percentage of throttle body that open, 𝐷𝑡ℎ𝑟  is the 

throttle diameter at opening, 𝐶𝑡ℎ𝑟(𝜃𝑡ℎ𝑟)is the discharge coefficient.  

To calculate the fuel flow in the hydrogen (H2) internal combustion 

engine, one utilizes the characteristics of the fuel injector along with 

the fuel injector pulse-width. The model for fuel flow is expressed 

as: 

�̇�𝑓𝑢𝑒𝑙 =
𝑁𝑆𝑖𝑛𝑗𝑃𝑤𝑖𝑛𝑗𝑁𝑐𝑦𝑙

𝑐𝑝𝑠1000 ∗ 60
  

(6)  

Where N represents engine speed in rpm, 𝑆𝑖𝑛𝑗 denotes the fuel 

injector slope, 𝑁𝑐𝑦𝑙 signifies the number of engine cylinders, 

𝑐𝑝𝑠 stands for the crankshaft revolutions per power stroke. 

In the SI engine the indicated torque means that the torque or power 

of the engine is evaluated in the scope of thermodynamics (pressure 

and volume of cylinder), not including any mechanical losses in the 

whole power development and transmission process conceptually il-

lustrates pressure variation in a cylinder along with crankshaft rota-

tion angle. This torque is calculated as follows [11]: 

𝜏𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 =
𝑃𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 ∗ 60

2𝜋𝑁
 

(7)  

Where 𝑃𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 is the indicated power and can be calculated as: 

𝑃𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 = �̇�𝑓𝑢𝑒𝑙 ∗ 𝐿𝐻𝑉𝜂𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 (8)  

Where 𝜂𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 is the engine indicated load efficiency as well 

as a function of engine speed (N) and indicated torque (𝜏𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑) as 

depicted in Figure 1 

2.2. Crankshaft Model 

The Crankshaft model demonstrates the indicated torque gener-

ated by the combustion reaction inside the chamber acts on the 

crankshaft, which then case the movement of crankshaft, hence gen-

erate the rotation movement of ICE.  This relation is described as 

in the following equation:  

 

�̇�(𝑡) = −𝐽−1𝑆(𝜔)𝐽𝜔 + 𝐽−1(𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 + 𝜏𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑖𝑒𝑠) (9)  

Where 𝜔 is the rotation rate of the ICE, 𝐽 is the crankshaft’s 

moment of initial, 𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙  is the indicated torque, 𝜏𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑖𝑒𝑠 
is the unknown factor such as friction, engine load. 

Because the crankshaft rotate in single axe, then we have 

−𝐽−1𝑆(𝜔)𝐽𝜔 = 0, now set Γ = 𝐽−1𝜏𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑖𝑒𝑠 , then we have 

the new dynamic equation of ICE is as:  

�̇�(𝑡) = 𝐽−1𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 + Γ (10)  

3. Controller Design 

In the previous section, we have developed the model of ICE H2 

as well as its mathematical model. In this section, we shall focus on 

develop a controller for controlling the velocity of the ICE using Fuel 

injector pulse-width and Throttle valve’s angle as control input. 

Unlike the direct control scheme, using injector pulse-width and 

Throttle valve’s angle as control input require a cascade control 

structure to control the velocity of ICE.  

The controller structure is given in Figure. 2. The controller con-

sist of two controllers, namely Inner loop controller and outer loop 

controller. The outer loop controller will be in charge of calculating 

the needed torque for controlling the velocity of ICE, this value then 

will be considered as desired value for the inner loop controller. The 

inner controller then uses the calculated torque valued given by the 

outer controller to calculate the needed injector pulse-width 

(𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑣𝑎𝑙𝑢𝑒) and Throttle valve’s angle for obtaining the de-

sired torque. It is worth noting that, using the cascade structure re-

quires the inner controller loop responses faster than the outer con-

trol loop.



Dam and Haidar               Engineering Perspective 5 (1): 41-48, 2024 

44 

 

Figure 2. Control structure of ICE velocity controller. 

 

 

Figure 3. RBF neural network structure. 

 

3.1. Outer loop controller 

The objective of the outer controller to calculate the request torque 

based on the desired rotation velocity of the crankshaft. 

Now let us define the controller tracking error as following: 

𝑒 = 𝜔𝑑𝑒𝑠𝑖𝑟𝑒𝑑 −𝜔 (11)  

From (10,11) one gets:  

𝐽�̇� = −𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 − 𝐽Γ + 𝐽�̇�𝑑𝑒𝑠𝑖𝑟𝑒𝑑 (12)  

Let’s define now 𝛿 = −𝐽Γ + 𝐽�̇�𝑑𝑒𝑠𝑖𝑟𝑒𝑑 then (12) can be rewrit-

ten as follow:  

𝐽�̇� = −𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 + 𝛿 (13)  

Remark 1: Taking into account that the function δ is unknown, 

the control input τcontrol cannot be derived directly from (13).  To 

overcome this drawback, an artificial neural network using RBFNN 

will be employed to estimate the unknown function δ. 
For this sake, we propose to use the RBF neural network for esti-

mating the value of 𝛿 (�̇�), The model of this neural network is 

given in Figure 4.  

 

The RBFNN structure consists of three layers, namely the input, 

the output, and the hidden layer.  

 Input Layer: The input to the network is the error signal, 

denoted as e. This signal is propagated to the hidden 

layer. 

 Hidden Layer: The hidden layer contains n radial basis 

neurons, each corresponding to a radial basis function 

(RBF). These neurons compute the response to the input 

using a Gaussian activation function, which is defined as:  

 

𝜇𝑖(𝑒) = 𝑒𝑥𝑝 (−
‖𝑒 − 𝑟𝑖‖

𝜂𝑖
) 

(14)  

where 𝑟𝑖 is the center of the radial basis function for neuron i, and 

𝜂𝑖 is the width of the Gaussian function. The output of the hidden 

layer can be represented as: 

𝜇(𝑒) = [𝜇1(𝑒) ⋯ 𝜇𝑛(𝑒)]
𝑇 (15)  

 Output Layer: The output layer produces the final output 

𝛿, which is a weighted sum of the hidden layer activa-

tions, plus an approximation error term 𝑒𝑟𝑏𝑓 . Mathe-

matically, this is expressed as: 

𝛿 =  𝑊𝜇(𝑒)  + 𝑒𝑟𝑏𝑓 (16)  

Where W is the ideal weigh matrix and 𝑒𝑟𝑏𝑓 is the approxima-

tion error. Based on the neural network theory, since the number of 

nodes is chosen suitable, this approximation error will be bounded. 

However, the ideal weigh matric (W) is unknown, therefore, for cal-

culating the estimation of Γ one needs to estimate the value of W, 

this estimation is given as �̂�, Hence the estimation of 𝛿 is given 

as:  

𝛿 = �̂�𝜇(𝑒) (17)  

Based on this estimation, we propose the Robust controller using 

the Lyapunov theorem as follows:  
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𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 = 𝐾1𝑒 + 𝐾2 ∫ 𝑒𝑑𝑡 + 𝐾3𝑠𝑖𝑔𝑛(𝑒) + 𝛿 (18)  

Assumption 1: The function 𝛿 is smooth and bounded. 

Assumption 2: The neural network estimation error 𝑒𝑟𝑏𝑓 is as-

sumed to be small, unknown, and bounded by the following bounds: 

∃𝜖𝑒𝑟𝑏𝑓 ≪,∈ ℝ
+, 𝑚𝑎𝑥

𝑡≥0
‖𝑒𝑟𝑏𝑓‖ ≤ 𝜖𝑒𝑟𝑏𝑓 (19)  

Theorem 1: Consider the system (10) under the assumption 1,2. If 

the controller gains are design such as: 

𝐾1, 𝐾2 > 0; 𝐾3 > 𝜖𝑒𝑟𝑏𝑓 (20)  

And the estimation of weight matrix is designed such as:  

�̇̂� = 𝜇(𝑒)𝑒 (21)  

Then the stability of the controller will be ensured, which lead to 

the tracking control error 𝑒 will converge to zero exponentially. 

Remark 2: This approach separates all unidentified factors and 

model parameters from the control signal, enabling us to develop the 

controller independently. A similar technique is described in [15]. 

It's important to mention that besides employing Neural Networks 

(NN) for handling unknown factors, another commonly utilized 

method involves using observers to estimate these unknown factors, 

as explained in [16-19]. 

Remark 3: The controller suggested in this study, as shown in Eq. 

(18) and Eq. (21), operates regardless of the model parameters. Con-

sequently, it can be applied to various systems beyond just Internal 

Combustion Engine (ICE) systems.  

The proof of this theorem will be given in the following equations. 

Let us define �̃� = 𝑊 − �̂� and 𝛿 = 𝛿 − 𝛿, from Eq. (17) and Eq. 

(18) one gets:  

𝛿 = �̃�𝜇(𝑒) + 𝑒𝑟𝑏𝑓 (22)  

Consider the follows Lyapunov function: 

𝑉 =
1

2
𝐽𝑒2 +

1

2
𝐾2 (∫𝑒𝑑𝑡)

2

+
1

2
𝑡𝑟(�̃�𝑇�̃�) 

(23)  

From Eq. (13), Eq. (18), Eq. (21), Eq. (26) one gets: 

�̇� = 𝑒 (−𝐾1𝑒 − 𝐾2∫𝑒𝑑𝑡 − 𝐾3𝑠𝑖𝑔𝑛(𝑒) + 𝛿 − 𝛿)

+ 𝐾2𝑒∫𝑒𝑑𝑡 −  𝑡𝑟 (�̃�
𝑇�̇̂�) 

    = 𝑒 (−𝐾1𝑒 − 𝐾2∫𝑒𝑑𝑡 − 𝐾3𝑠𝑖𝑔𝑛(𝑒) + �̃�𝜇(𝑒)

+ 𝑒𝑟𝑏𝑓) + 𝐾2𝑒∫𝑒𝑑𝑡

−  𝑡𝑟(�̃�𝑇𝜇(𝑒)𝑒) 

(24)  

Taking into account the fact that 𝑒�̃�𝜇(𝑒) −  𝑡𝑟(�̃�𝑇𝜇(𝑒)𝑒) =
0. From (19) and (20) one gets: 𝑒 (𝑒𝑟𝑏𝑓 − 𝐾3𝑠𝑖𝑔𝑛(𝑒)) ≤ 0. Hence, 

one can derive: 

�̇� ≤ −𝐾1𝑒
2 ≤ 0 (25)  

3.2. Inner loop controller (Torque controller) 

Based on the Eq. (6) to Eq. (8) we can derive the desired fuel mass 

flow rate as follows:  

�̇�𝑓𝑢𝑒𝑙 =
𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙2𝜋𝑁

60𝐿𝐻𝑉𝜂𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑
 

(26)  

Based on Eq. (7), we can then determine the desired air mass flow 

rate as follows: 

�̇�𝑎𝑖𝑟 = �̇�𝑓𝑢𝑒𝑙𝐴𝐹𝑅 (27)  

Then the desired effect area is determined based on Eq. (2) as fol-

lows:  

𝐴𝑒𝑓𝑓 =
�̇�𝑎𝑖𝑟√𝑅𝑇𝑢𝑝𝑠𝑡𝑟

𝑃𝑢𝑝𝑠𝑡𝑟𝛹(𝑃𝑟𝑎𝑡𝑖𝑜)
 

(28)  

Hence, based on Eq.(6), the desired open angle of throttle valve is 

given as:  

𝜃𝑡ℎ𝑟=𝐶𝑡ℎ𝑟
−1 (

4𝐴𝑒𝑓𝑓

𝜋𝐷𝑡ℎ𝑟
2) (29)  

4. Results and Discussion 

In this section, a simulation validation of our proposed controller 

will be carried out using MATLAB Simulink. The main goal of 

these simulations is to demonstrate the effectiveness of our con-

troller in terms of handling the effect of the external unknown dis-

turbances as well as the parametric uncertainties which may affect 

outer loop model. Then a comparison with the classic PID con-

troller is considered The parameters of ICE using in this simula-

tion is given in Table 1.  

Table 1. Parameter of ICE. 

Parameters Values Units 

𝑇𝑢𝑝𝑠𝑡𝑟 300 K 

𝑃𝑢𝑝𝑠𝑡𝑟 101325 Pa 

𝑅 287 J/(kg*K) 

𝛾 1.4 - 

𝐷𝑡ℎ𝑟 50 mm 

𝑆𝑖𝑛𝑗  6.4516 mg/ms 

𝐿𝐻𝑉 47300000 J/kg 

𝑁𝑐𝑦𝑙 4 - 

𝑐𝑝𝑠 2 rev/stroke 

 

4.1. PID controller design 

 

To design the PI controller for controlling the crankshaft dynam-

ics, as governed by Eq. (10), we utilized pidtune provided by 

MATLAB. This tool facilitated the automatic tuning of the PI con-

troller parameters, providing an optimized response for the system. 

Through this process, we ensured that the PI controller achieved 

the desired balance between stability, response time, and error 

minimization for the crankshaft control. The results PID tuner tool 
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gives the following results for the PI controller (Kp = K1 =
6.666,  Ki = K2 = 1.167). 

 

 

Figure 4. Torque control diagram. 

 

4.2. Simulation results 

 

The objective of this study is to analyze the speed tracking perfor-

mance of the proposed controller in comparison to a conventional 

PID controller, particularly under the influence of disturbances. A 

combination of step and sinusoidal reference signal (Figure 5) 

were selected to evaluate the controller's performance across var-

ious dynamic conditions. The step signal simulates a sudden 

change in system demands, reflecting typical scenarios in real-

world engine control systems where abrupt shifts in load or speed 

occur. In contrast, the sinusoidal component tests the controller's 

ability to track a continuously varying signal, mimicking situa-

tions where engine speed gradually fluctuates, such as during ac-

celeration and deceleration cycles. This input aims to assess the 

system's robustness and adaptability under both steady-state and 

transient operating conditions. The engine's performance is eval-

uated under conditions of friction and external disturbances. Spe-

cifically, the friction effects impacting the engine are depicted in 

Figure 6, while the external disturbances, including factors such 

as environmental variations and load changes, are shown in Figure 

7. These figures represent the challenges the controllers must 

overcome to maintain accurate speed tracking. The study aims to 

demonstrate the effectiveness of the proposed controller in man-

aging these disturbances, ensuring superior speed tracking perfor-

mance when compared to the traditional PID controller. 

 

 

Figure 5. Desired value for controller design. 

 

 

Figure 6. The friction affected to the system (10) during the simulation. 

 

The tracking control performances of both the PID and the PID 

RBFNN, proposed in this study, are showcased in Figures 8 and 9. 

These figures demonstrate that all proposed controllers successfully 

fulfill the trajectory tracking task. However, a noticeable disparity 

emerges in the effectiveness between the PID and the proposed 

method. Specifically, the results from the PID exhibit less efficiency 

compared to the proposed approach. It becomes evident that the con-

troller suggested in this study enables the maintenance of the ICE at 

the desired speed with a relatively minimal tracking error. This ob-

servation underscores the superior performance of the proposed 

method in ensuring precise speed control, highlighting its potential 

for enhancing operational stability and efficiency within the ICE sys-

tem. 

 

 
 

Figure 7: The external disturbance torque affected to the system (10)   

during the simulation. 

 

 

Figure 8: Simulation results for velocity tracking using RBFNN PID    

controller. 
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Figure 9. Simulation results for velocity tracking using classical PID   

controller. 

Figure 10 illustrates the output torque of the Internal Combustion 

Engine (ICE) compared to its desired value derived from equation 

(18). This depiction showcases the effectiveness of our method in 

achieving precise torque control, ensuring consistency and accuracy 

in torque regulation. The close alignment between actual and desired 

torque values signifies the method's robustness. This precise torque 

control facilitates smooth speed tracking within the ICE system, en-

hancing operational efficiency and performance stability. Thus, Fig-

ure 10 serves as visual evidence of our method's ability to regulate 

torque output effectively, leading to improved speed tracking and 

overall system performance in ICE applications. 

 

 

Figure 10. Engine torque and its desired value using RBFNN PID     

controller. 

 

5. Conclusions 

This paper proposed an adaptive controller for speed control on 

an ICE subject to bounded disturbances, model uncertainties and un-

known parameters. The controller law is designed based on the PID 

technique. The unknown part is estimated using adaptive neural net-

work using radius basic functional technique. The relevance of our 

proposed method, in terms of compensating the effects resulting 

from the disturbance, model uncertainties and unknown parameters, 

have been demonstrated through simulation results performed on the 

ICE system. To show the performance of our proposed observer, a 

comparison with the classic PID controller is conducted.  
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