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Working Fluid Selection and Performance Analysis for the Afyon Geothermal  

Energy Plant 
 

Ömer Faruk Güler1*   

 
1 Mechanical Engineering Department, Faculty of Technology, Afyon Kocatepe University, Afyonkarahisar, 03200, Türkiye 
 

ABSTRACT 
 
Renewable energy production has been steadily increasing in recent years. Generating energy from renewable sources and 

making them operational for use is essential. Alongside production, efficiently utilizing these resources is equally important. For 

efficient use, exploring various alternatives and conducting optimization processes are crucial. Organic Rankine Cycles (ORCs) 

allow energy production from low-enthalpy temperature sources. By using working fluids with low boiling points, it is possible 

to create a Rankine cycle at low temperatures. Each system operates under unique regional and environmental conditions, so 

careful selection of working fluids is necessary. Factors such as heat source temperature and pressure, ambient pressure and 

temperature, location, and purpose of use cause different fluids to exhibit varying behaviors. In this study, the effects of different 

working fluids were examined for the Afyon geothermal power plant. The active plant utilizes geothermal water at 110°C and a 

flow rate of 150 kg/s. The plant's capacity is approximately 2.7 MW. R-134a, a widely used working fluid, serves as the interme-

diary fluid. Additionally, fluids such as isopentane, n-pentane, isobutane, R-12, and R-32 were tested. Thermodynamic and ther-

moeconomic analyses of the system were conducted using these fluids. With R-134a, 2.75 MW of power was generated at a unit 

energy cost of $0.025/kWh. Among the alternative fluids, isobutane produced 2.95 MW of power with a unit energy cost of 

$0.016/kWh. The energy efficiencies of the system for R-134a and isobutane were 10.9% and 11.6%, respectively. Similarly, the 

exergy efficiencies for these fluids were 31.1% and 33.1%, respectively. Although better results can be achieved with certain 

alternative fluids, the data are insufficient to directly replace the current working fluid in the system. Performing a separate opti-

mization study with these promising fluids will be a critical step in determining the final working fluid. 
 

Keywords: Geothermal Energy; ORC; Thermo-Economic Analysis; Working Fluid Selection 

History 

Received: 04.05.2024  

Accepted: 26.11.2024 

How to cite this paper: 

Author Contacts                                      

*Corresponding Author 

e-mail addresses : ofguler@aku.edu.tr,  

Güler, Ö.F. (2025). Working Fluid Selection and Performance Analysis for the Afyon Geothermal 

Energy Plant. Engineering Perspective, 5 (1), 1-8. http://dx.doi.org/10.29228/eng.pers.80205 
 

1. Introduction 

Energy efficiency and renewable energy applications have made 

significant progress. These advancements, particularly in the effi-

cient use of renewable resources for maximum utilization. Also, they 

are continuing to grow. One of these is the Organic Rankine Cycle 

(ORC). ORC enables the use of low-enthalpy energy sources. These 

sources may include waste heat from a heat-utilizing facility or heat 

derived from a renewable source such as solar or geothermal energy. 

Historically, high-enthalpy geothermal resources were the first to be 

utilized in Rankine Cycles [1]. Later, the idea of harnessing low-en-

thalpy sources led to the use of alternative working fluids instead of 

water vapor in Rankine cycles. These fluids, with lower boiling point 

temperatures, have rapidly increased the exploitation of low-temper-

ature renewable resources. Organic fluids are used as the working 

medium in such systems. Various fluid types exist, each with diverse 

thermophysical properties. Choosing the most suitable working fluid 

for each system is important, and the literature includes various stud-

ies on this topic. 

Optimizing waste heat recovery is an important research area for 

making renewable energy resources more productive. The working 

fluids used in ORC systems significantly influence system efficiency, 

environmental impact, and economic performance. Comparing dif-

ferent working fluids is thus a vital step toward improving ORC en-

ergy plant performance. Many studies emphasize using low-global 

warming potential (GWP) working fluids to reduce environmental 

impacts. Wang et al. [2] compared the thermodynamic performance 

of various low-GWP fluids used in ORC systems and highlighted 

the advantages of these fluids in recovering low-temperature waste 
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heat. They noted that fluids such as R245fa and isopentane are more 

environmentally friendly options [3]. Additionally, the use of fluid 

mixtures has been shown to provide more efficiency compared to 

pure fluids. These mixtures enable higher energy production and 

greater exergy efficiency in ORC systems while improving electric-

ity generation costs. 

Some of the other researches focus on Multi-objective optimiza-

tion of the energy plant. Multi-objective optimization processes are 

employed to make ORC systems more economically and environ-

mentally efficient. These optimizations are try to enhance both ther-

modynamic efficiency and economic performance. For instance, Li 

et al.[4] investigated the integration of LNG cold energy and geo-

thermal energy to enhance ORC system performance, achieving a 

43.3% efficiency improvement through multi-objective optimiza-

tion. Such optimization processes improve the design and opera-

tional parameters of systems. 

Another important application is the integration of ORC systems 

into reversible heat pump systems. These systems, often utilizing 

multiple energy sources, both hot and cold, offer multipurpose ap-

plications to improve heat recovery efficiency. For example, Dani-

arta et. al. [5] offer an ORC system integrated with a reversible heat 

pump that demonstrated significant efficiency improvements, de-

pending on system design and working fluid selection. These kinds 

of systems are particularly effective in reducing energy production 

costs by utilizing waste heat recovery and low-temperature sources, 

as for example achieving energy savings of up to 50%, according to 

this study. 

In optimizing ORC system performance, choosing working fluid 

plays an important role. Xia et al. [6] used multi-objective optimiza-

tion approaches to analyze the performance of ORC-VCR (Organic 

Rankine Cycle-Vapor Compression Refrigeration) systems. They 

tried to demonstrate the significant impact of fluid mixtures on sys-

tem efficiency. These studies also identified the necessary parame-

ters for enhancing ORC systems' efficiency under different temper-

ature and pressure conditions. Furthermore, economic performance 

analyses of ORC systems with various fluids are a major research 

area. Feng et al. [7] examined ORC systems in an economical way. 

They explained how fluid selection affects electricity generation and 

cost. They showed that fluid mixtures offer more cost-effective so-

lutions than pure fluids, reducing energy generation costs. Similarly, 

Liang et al. [8] optimized ORC cycles in thermal integrated pumped 

thermal energy storage (TIPTES) systems using different working 

fluids, ultimately selecting the most suitable fluid for their system. 

They used R-245fa, Isobutane, Isopentane, MM and 

R1336mzz(Z)— as a working fluid. Similarly, in their study, Rach-

mat and colleagues [9] aimed to propose a new configuration for 

Unit 2 of the Wayang Windu geothermal power plant by integrating 

a double-flash separator with an ORC system. The analysis, con-

ducted using R245fa as the working fluid, was evaluated both ther-

modynamically and economically and compared with the existing 

system. As a result of the optimization, the exergy efficiency was 

found to be 54.40%, the specific cost $1.86/GJ, and the payback pe-

riod 0.32 years. This configuration offers some improvements over 

the existing system in both thermodynamic and economic terms. 

Also, another research topic is the optimization of hybrid systems. 

The hybrid systems integrate different energy sources or different 

power cycles. Li et al. [4] demonstrated the effectiveness of multi-

objective optimizations in such hybrid systems by investigating 

ORC and LNG cold energy integration. These hybrid systems en-

hance the efficiency of the system, thus providing environmental and 

economic benefits. 

Optimizing an ORC can help reduce the environmental side effects 

of energy plants. Hou et al. [10] optimized ORC technology for low-

temperature waste heat recovery in ammonia synthesis plants, reduc-

ing cyclical water consumption and improving exergy performance. 

With optimal conditions, exergy efficiency increased by 35.53%, 

electricity production costs decreased by $0.043, and annual CO₂ 

emissions were reduced by 3,736.30 tons. 

As a result, the importance of optimization studies cannot be ignored, 

as they have the potential to enhance the efficiency of ORC systems 

through improved system design and parameter adjustments. Exer-

goeconomic analyses are also valuable for optimizing both energy 

efficiency and economic performance. Numerous studies predict 

that the methods employed to improve the economic and environ-

mental performance of ORC systems will increase their applicability 

in future projects [11]. 

Afyonkarahisar province is abundant in geothermal energy. Electric-

ity is generated from the geothermal power plant established in the 

region. Lately, researchers have conducted various analyses of this 

power plant. Şahin performed the thermodynamic analysis of the 

Afyon geothermal power plant, which uses an ORC with R-134a as 

the working fluid [12]. Yılmaz later conducted a similar analysis of 

the same plant, modeling with three different working fluids: R-134a, 

n-Pentane, and Isobutane [13]. In another study, he used the results 

of his previous work and suggested that optimization could be 

achieved [14]. He tried to explain plant characteristics with some 

parametric results. However, the analysis of the fluids was not ex-

plored in detail in Yılmaz's studies. Building on these valuable con-

tributions, the current study investigates the effects of different 

working fluids. Six different working fluids were tested: R-134a, 

Isopentane, n-Pentane, R-12, Isobutane, and R-32. The pressure and 

temperature values were carefully selected based on the properties 

of each fluid. The evaporation temperature was adjusted to be as 

close as possible to the maximum temperature achievable in the heat 

exchanger, while the condensation temperature was brought as close 

as possible to the cooling water temperature. This approach allows 

for a clearer assessment of the newly tested working fluids. The abil-

ity of these systems to adapt to a broader range of applications is 

crucial for achieving future energy transformation and sustainability 

goals. 

 

2. Method  

The thermodynamic model of the existing geothermal power plant 

in Afyonkarahisar province will be developed, and detailed analyses 

of this model will be conducted. Initially, a schematic representation 

of the power plant will be created, highlighting the essential compo-

nents. Subsequently, calculations related to these components will 

be presented separately, addressing both thermodynamic and eco-

nomic aspects. These are grouped under three subheadings; system 

description, thermodynamic analysis, thermo-economic analysis. 

 

2.1 System description 

The system consists of an ORC cycle stream, a geothermal water 

flow, and a cooling water flow. The ORC cycle includes a turbine, a 

condenser, a heat exchanger, and a pump.  

Cooling water is used in the condenser, matching the current 
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power plant's data. The use of water ensures stable cooling at a con-

stant temperature throughout the year, unlike air-cooled systems, 

which consume more energy. The region experiences significant 

temperature differences between summer and winter, as well as day 

and night. Using air for cooling creates additional challenges due to 

fluctuating temperatures. During the summer, when temperatures 

rise, the efficiency of the plant already operating at low temperatures 

can drop significantly with air cooling. 

The system's heat input comes from a geothermal source. Alt-

hough the source temperature varies slightly depending on the wells, 

it averages around 110°C. The water flow rate is 150 kg/s. Due to 

the high mineral content and low enthalpy of the water, direct usage 

is not feasible. Instead, a heat exchanger is used to transfer heat into 

the system. With the current setup, a temperature difference of 10°C 

(K) is achieved to transfer this heat in heat exchanger.  

A pump is used to maintain system pressure, and a turbine is in-

cluded for energy generation. The isentropic efficiencies of the tur-

bine and pump are considered as 85% in calculations [15]. 

A schematic diagram of the system is presented in Figure 1. In the 

diagram, the red stream represents geothermal water, the green 

stream indicates the organic fluid flow, and the blue stream shows 

the cooling water flow. The system is modeled and analyzed as con-

trol volumes, with each control volume assigned a state number. The 

states are defined as follows: between the pump and condenser (1), 

between the pump and heat exchanger (2), between the heat ex-

changer and turbine (3), at the turbine outlet and condenser inlet (4), 

geothermal water inlet (5), geothermal water outlet from the heat ex-

changer (6), and cooling water inlet and outlet (7 and 8, respectively). 

The analyses are divided into two main sections: thermodynamic 

and exergoeconomic analyses. The thermodynamic analysis in-

cludes energy and exergy assessments for each control volume. The 

exergoeconomic analysis builds on the thermodynamic results to 

perform economic evaluations. 

 

 
Figure 1. Schematic diagram of Afyon Geothermal Plant 

 

 

 

2.2 Thermodynamic Analysis 

In the thermodynamic analyses, energy and exergy calculations 

were performed for each component. EES software was used to per-

form these analyses. The energy equations for the equipment in the 

system, such as the pump, heat exchanger, turbine, and condenser, 

are presented sequentially according to their system state numbers. 

The work required for pumping is calculated using Equation (1) [16]. 

 

 1 2 1

p

p

v P P
w




  

(1) 

 

After calculating pump work, h2 value can be calculated be calcu-

lated by adding this work to h1, as in Equation (2) [16]. 

 

2 1 ph h w   (2) 

 

Enthalpy equity can be written for the heat transferred in heat ex-

changer like in Equation (3) [16]. 

 

   5 6 3 2geo wfm h h m h h    (3) 

 

Turbin work is calculated according to isentropic efficiency of the 

turbine (Equations (4),(5)) [16]. 

 

3 4Tw h h   (4) 

3 4

, 3 4,

T

T

T iso s

h hw

w h h



 


 

(5) 

 

Finally, cycle waste heat is removed from the condenser. In Eqn. 

(6), again, the calculation is made like the heat exchanger [16]. 

 

   8 7 4 1water wfm h h m h h    (6) 

 

The exergy of a flow is calculated as in Equations (7) and (8) [16]. 

 

   0 0 0i i iex h h T s s     (7) 

.i i iEx m ex  (8) 

 

2.3 Thermo-economic analysis 

In the economic analysis, the annual operating time is assumed to 

be 7,200 hours, equivalent to approximately 300 days of activity per 

year. The total lifespan of the facility is considered to be 10 years. 

An interest rate of 5% and maintenance and operating costs of 6% 

are assumed.  

The cost recovery factor is calculated using the following Egn. (9) 

[17]. 

 

 

. 1

1 1

n

n

i i
CRF

i




 
 

(9) 

The annual levelized cost of a component is found with Equation. 

(10) [17]. 
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, ,.CI k I kZ CRF C  (10) 

   

Similarly, maintenance and repair costs are found from Equation (11) 

[17]. 

 

, ,. .OM k I kZ CRF C   (11) 

 

 The total component levelized cost is found by the Equation (12) 

[17]. 

 

, , ,Total k OM k CI kZ Z Z   (12) 

 

 The cost of a flow is obtained by multiplying the unit exergy cost 

of the flow by the exergy (Equation (13) [17]. 

 

.i i iC Ex c  (13) 

 

For any component, when the exergy flows entering and leaving the 

component, as well as the component-specific cost, are included, the 

economic equation takes the form of Equation (14). Its schematic 

can be seen in Figure 2. Here, there may be multiple inlets and out-

lets. For example, a heat exchanger has two inlet streams and two 

outlet streams. However, the method of the calculation will not 

change. The input costs and component costs will be written on one 

side, while the output costs will be written on the other side of the 

equation [17].  

 

, , ,i inlet Total k i outletC Z C   (14) 

 

 

Figure 2. Economic analysis of a component 

 

The cycle components can be adapted individually to Eguation (14). 

When applied to the pump, Equation (15) is obtained. Here, the 
1

C   

value used in the calculation of the c1 value is determined based on 

the cost of the working fluid. Various values for different working 

fluids are available in the literature. However, most of these values 

exhibit variability. To avoid a significant manipulation on the unit 

cost, an average value of 6 $/GJ, which is the same for all fluids, has 

been adopted. This value largely reflects the cost data for all fluids 

[17]. 

  

1 , 2Total PumpC Z C   (15) 

 

When a similar calculation is performed for the heat exchanger, 

Equation (16) is obtained. In this case, there are two inputs and two 

outputs, with one of the inputs being the geothermal cost. This cost 

value has been updated to the present day in line with the literature 

and is accepted as 1.6 $/GJ. The geothermal energy output cost is 

assumed to be c6=c5. Since the flow remains unchanged, the exergy 

cost also remains the same. The value of c2 is known, and c3 will be 

calculated. 

 

5 2 , 3 6Total HEXC C Z C C     (16) 

 

For the turbine, the calculation follows a similar approach, leading 

to Equation (17) [18]. In this scenario, there is one input and two 

outputs. One of the outputs here is the electricity cost. The c3 stream 

is known, and as in the heat exchanger, c3= c4 is assumed since the 

stream remains unchanged. The unit cost of the output power (celectric) 

is calculated. 

 

3 , 4 .Total Turbine net electricC Z C W c    (17) 

 

The final component is the condenser, where the unit exergy cost 

calculation is performed. This component is essentially a type of heat 

exchanger [18]. The value of c1 serves as the starting point and is 

constant. Since the entering cooling water is at ambient conditions, 

its exergy cost is considered zero. In reality, this water does have a 

cost, but since it has zero exergy, it is assumed to be zero. The exergy 

cost of the output, however, is assumed to be the same as the electri-

cal exergy. In this way, the cost of the discharged exergy is repre-

sented in parallel with the work produced. 

 

4 7 , 1 8Total CondenserC C Z C C     (18) 

 

The initial investment costs of the components are determined in 

proportion to their sizes using Equations (19), (20), and (21) below. 

The condenser and evaporator are considered two heat exchangers 

with similar flow configurations. For these systems, the heat transfer 

coefficient of the heat exchanger is assumed to be 0.25 kW/m², and 

the required areas are calculated accordingly. 

 

 
0.8

, 1120CI Pump pZ w      [19] 
(19) 

 
0.7

, 4405CI Turbine TZ w     [20] 
(20) 

 
0.59

, 2681CI HEX HEXZ A    [21] 
(21) 

 

3. Results and discussions 

 

Both thermodynamic and thermo-economic analyses were con-

ducted, and for each case, the thermodynamic properties and unit 

exergy costs of the working fluids were calculated. The phase table 

for R-134a, the first of these fluids, is provided in Table 1. The sys-

tem operates with a working fluid flow rate of 108 kg/s and a turbine 

inlet pressure of 2800 kPa. The condenser pressure is 500 kPa, and 

the cooling water flow rate in the condenser is calculated as 525.6 

kg/s. 
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Table 1. R-134a state-property table  

 
m 

(kg/s) 

T 

(K) 

P 

(kPa) 

h 

(kj/kg) 

s 

(kJ/kg.K) 

c 

($/GJ) 

1 108 288.9 500 73.328 0.2802 6.00 

2 108 290.2 2800 75.509 0.2814 6.30 

3 108 373.3 2800 309.324 0.9652 4.21 

4 108 307.5 500 277.132 0.9838 4.21 

5 150 383.1 143.3 461.331 1.4190 1.60 

6 150 343.1 143.3 292.984 0.9549 1.60 

7 525.6 284.1 100 46.228 0.1656 0.00 

8 525.6 294.1 100 88.106 0.3104 6.94 
 

Another fluid planned for use in the system is isopentane. The 

phase properties of this fluid are provided in Table 2. The turbine 

inlet pressure has been updated in parallel with the evaporation point. 

This adjustment aims to select the highest possible pressure that can 

be achieved by evaporating the geothermal water at 383 K using a 

heat exchanger. A value of 710 kPa has been accepted as the high 

pressure. In the developed model, the pinch temperature for the heat 

exchanger has also been calculated, ensuring the temperature varia-

tion curves for the heat exchanger are accurately formed. Similarly, 

the condenser inlet pressure has been modified and adjusted to suit 

the fluid, with 90 kPa being accepted as the low pressure. The work-

ing fluid flow rate corresponding to all these values is taken as 54.8 

kg/s. The temperature, enthalpy, entropy, and unit exergy costs ap-

propriate for these conditions can be obtained from the table. The 

condenser cooling water flow rate is calculated as 520.6 kg/s. 
   

Table 2. Isopentane state-property table 

 m 

(kg/s) 

T 

(K) 

P 

(kPa) 

h 

(kj/kg) 

s  

(kJ/kg.K) 

c 

($/GJ) 

1 54.8 297.6 90 -351.240 -1.6940 6.00 

2 54.8 297.9 710 -350.054 -1.6930 12.77 

3 54.8 373.1 710 110.749 -0.4007 2.22 

4 54.8 327.5 90 46.596 -0.3658 2.22 

5 150 383.1 143.3 461.331 1.4190 1.60 

6 150 343.1 143.3 292.984 0.9549 1.60 

7 520.6 284.1 100 46.228 0.1656 0.00 

8 520.6 294.1 100 88.106 0.3104 0.57 
 

A phase property table for n-Pentane has been created. Within this 

temperature range, n-Pentane operates at lower pressures than other 

fluids. The turbine inlet pressure is set at 550 kPa, and the condenser 

inlet pressure is taken as 80 kPa. At a pressure of 80 kPa, the satura-

tion temperature is sufficiently far from the pinch point temperature. 

Although it is technically possible to further reduce the pressure for 

n-pentane, operation under high vacuum conditions has not been 

deemed practical. In practice, while there are power plants operating 

under vacuum conditions, extremely high vacuum pressures were 

not considered for this case. The working fluid mass flow rate is as-

sumed to be 53 kg/s. Data set was calculated and showed in Table 3. 

The condenser water inlet flow rate is calculated as 526.6 kg/s ac-

cording to these assumptions.  

 

Table 3. n-Pentane state-property table  

 m 

(kg/s) 

T 

(K) 

P 

(kPa) 

h 

(kj/kg) 

s 

(kJ/kg.K) 

c 

($/GJ) 

1 53 302.2 80 7.427 0.0257 6.00 

2 53 302.5 550 8.324 0.0261 12.04 

3 53 373 550 484.776 1.3610 2.22 

4 53 332 80 423.551 1.3930 2.22 

5 150 383.1 143.3 461.331 1.4190 1.60 

6 150 343.1 143.3 292.984 0.9549 1.60 

7 526.6 284.1 100 46.228 0.1656 0.00 

8 526.6 294.1 100 88.106 0.3104 4.73 
 

When a state and thermodynamic property table is created for the 

refrigerant R-12, Table 4 is obtained. The turbine inlet pressure and 

condenser inlet pressure are set at 3200 kPa and 670 kPa, respec-

tively. The working fluid mass flow rate is determined to be 166 kg/s, 

while the condenser cooling water flow rate is calculated as 528 kg/s. 
 

Table 4. R-12 state-property table  

 m 

(kg/s) 

T 

(K) 

P 

(kPa) 

h 

(kj/kg) 

s 

(kJ/kg.K) 

c 

($/GJ) 

1 166 299.2 670 60.712 0.2272 6.00 

2 166 301.5 3200 62.989 0.2347 6.68 

3 166 373 3200 215.110 0.6599 4.20 

4 166 299.2 670 193.911 0.6724 4.20 

5 150 383.1 143.3 461.331 1.4190 1.60 

6 150 343.1 143.3 292.984 0.9549 1.60 

7 528 284.1 100 46.228 0.1656 0.00 

8 528 294.1 100 88.106 0.3104 6.91 
 
 

R-32 is another refrigerant tested in the system. The optimal pres-

sure range for R-32 is between 1600 kPa and 5400 kPa, which is 

higher compared to most other fluids. The boiling point at the same 

pressure is considerably lower than that of other fluids. The working 

fluid mass flow rate is 84 kg/s, and the condenser cooling water flow 

rate is calculated as 537.7 kg/s. All these detailed results are provided 

in Table 5. 
 

Table 5. R-32 state-property table  

 m 

(kg/s) 

T 

(K) 

P 

(kPa) 

h 

(kj/kg) 

s 

(kJ/kg.K) 

c 

($/GJ) 

1 84 296.1 1600 241.736 1.1440 6.00 

2 84 299.1 5400 246.348 1.1460 6.68 

3 84 372.8 5400 546.967 2.0270 4.20 

4 84 296.1 1600 509.794 2.0490 4.20 

5 150 383.1 143.3 461.331 1.4190 1.60 

6 150 343.1 143.3 292.984 0.9549 1.60 

7 
537.7 284.1 100 46.228 0.1656 0.00 

8 537.7 294.1 100 88.106 0.3104 8.11 
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Isobutane is the final working fluid proposed for use in the system. 

The state-property results of this fluid can be obtained from Table 6. 

The turbine inlet pressure is set at 1900 kPa, and the condenser inlet 

pressure is 300 kPa. The working fluid mass flow rate in the cycle is 

58.5 kg/s, and the cooling water mass flow rate is calculated as 519.9 

kg/s. 
 

Table 6. Isobutane state-property table  

 m 

(kg/s) 

T 

(K) 

P 

(kPa) 

h 

(kj/kg) 

s 

(kJ/kg.K) 

c 

($/GJ) 

1 58.5 292.9 300 246.725 1.1640 6.00 

2 58.5 293.9 1900 250.108 1.1660 6.40 

3 58.5 372.9 1900 681.766 2.3950 3.42 

4 58.5 313.7 300 618.906 2.4300 3.42 

5 150 383.1 143.3 461.331 1.4190 1.60 

6 150 343.1 143.3 292.984 0.9549 1.60 

7 519.9 284.1 100 46.228 0.1656 0.00 

8 519.9 294.1 100 88.106 0.3104 5.89 
 

Based on the data from the tables arranged for all these different 

fluids, the net energy and unit energy costs have been calculated sep-

arately. Additionally, the system's energy and exergy efficiencies are 

also presented. All these systems can be compared in Table 7. The 

systems that generate the most energy is those using isopentane and 

isobutane. The lowest unit energy cost is achieved with isopentane. 

Systems using either isobutane or isopentane stand out in terms of 

both energy and exergy efficiency. These results are consistent with 

those found by Yılmaz [13,14]. A very close value of 2.75 MW was 

obtained for R-134a. 

 
Table 7. Comparative results, net power output, unit cost of energy, 

energy and exergy efficiency 

 

  
Net Power 

(kW) 

Unit Cost of 

Energy 

($/kWh) 

Energy  

Effciency 

(%) 

Exergy  

Effciency 

(%) 

R-134a 2755 0.02497 10.91 31.09 

Isopentane 2933 0.01644 11.61 33.10 

N-Pentane 2718 0.01702 10.76 30.67 

R-12 2670 0.02487 10.57 30.13 

Isobutane 2958 0.02120 11.71 33.37 

R-32 2325 0.02922 9.21 26.24 

 

Fluctuations in geothermal water temperature can occur from time 

to time. Through parametric analysis, the response of the fluids to 

changing geothermal water temperatures can be observed. The first 

data to be examined in the parametric analysis is the graph showing 

the variation of net energy produced with changing geothermal wa-

ter temperature. The graph created for six different fluids is shown 

in Figure 3. The geothermal water temperature ranges from 373 K 

to 403 K. As the geothermal water temperature increases, the net en-

ergy output also increases. On the left side of the graph, between 

373-383 K, isobutane and isopentane are at the top. In the 383-395 

K range, isobutane is at the highest position. At higher temperatures, 

R-12 generates the most energy. 

 

Figure 3. Net Energy Output of the Power Plant Versus Varying       

Geothermal Water Temperature 

 

A similar graph has been created for the cost analysis. The varia-

tion of unit electricity cost with changing geothermal water temper-

ature for different fluids can be observed in the graph in Figure 4. In 

this graph, the lowest cost is achieved with isopentane and n-pentane, 

while the highest cost is obtained with R-32.  

 

 
Figure 4. Unit Energy Cost Versus Varying Geothermal Water       

Temperature 

 

4. Conclusions 

The study investigates how different fluids react within the oper-

ational range for potential use in the Afyon geothermal power plant. 

R-134a is an actively used fluid. Additionally, fluids like isopentane, 

n-pentane, isobutane, R-12, and R-32, which can operate at similar 
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temperatures, were evaluated for the model. 

Isobutane ranks among the top performers across all temperature 

values. Fluids with lower mass flow rates and smaller pressure dif-

ferences appear more efficient, producing more energy. Moreover, 

as the mass flow decreases, costs are reduced. However, as the mass 

flow rate decreases, the system’s sensitivity increases significantly, 

leading to larger responses to minor changes and fluctuations. This 

highlights the necessity for highly precise control units in real-world 

system designs. 

R-134a, the fluid currently in use, provides an average response. 

Its performance data are not at the extremes for either mass flow or 

operating pressures compared to other fluids. However, geothermal 

water wells in the region with higher temperatures (~430 K) are oc-

casionally encountered. If the system is modified for slightly higher 

temperatures, fluids like R-12 and R-32 could be considered. Fur-

thermore, fluids like R-245fa could also be tested. This study is ex-

pected to guide future modification plans. However, detailed optimi-

zation for each fluid is essential if deemed necessary. 

In this study, evaporation and condensation temperatures were kept 

as close to the limits as possible. However, greater energy production 

could be achieved by optimizing intermediate temperatures, which 

could be a significant step for better decision-making and system im-

provement in the future. clarity of all figures is extremely important.  

 

Nomenclature 

HEXA  Heat exchanger Area 

ic   Unit cost of exergy flow per mass 

C  Total cost of exergy flow 

CRF   Cost recovery factor 

ex  
 

Exergy flow per mass flow rate 

Ex
 
 Exergy of a flow 

p  Pump isentropic efficiency 

T  Turbine isentropic efficiency 

ih   Enthalpy of i-th state 

i  Interest rate 

im  Mass flow rate of i-th state 

n  Number of period  

ORC  Organic rankine cycle 

iP  Pressure of the i-th state 

  Maintenance factor 

iv  Specific volume 

Pw  Pump work 

Tw  Turbine work 

 

Subscript 

geo Geothermal 

k Component 

s Entropi 

iso Isontropic 

wf Working fluid 
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ABSTRACT 
 
The magnetocaloric cooling system is a promising alternative to traditional refrigeration systems that rely on the compression 

and expansion of harmful refrigerant gases. Utilizing the magnetocaloric effect, these systems can efficiently provide heating and 

cooling for a wide range of applications. One particularly significant application of this technology is in the air conditioning of 

electric vehicles and the thermal management of powertrain components. 

This study presents a Matlab Simulink model of the powertrain, alongside a COMSOL model of the permanent magnet, spe-

cifically designed for hybrid and electric car applications. The Matlab Simulink model simulates the dynamic behavior of the 

vehicle's powertrain, integrating the magnetocaloric cooling system to analyze its impact on performance and efficiency. This 

allows for a comprehensive evaluation of how the system can improve energy efficiency and thermal regulation in electric vehi-

cles. Additionally, the COMSOL model focuses on the detailed behavior of the permanent magnet used in the magnetocaloric 

cooling system. This model provides insights into the magnetic field distribution and its interaction with the magnetocaloric 

materials, which are critical for optimizing the cooling cycle and enhancing overall system performance. 

To ensure the accuracy and reliability of the simulations, some interpolated experimental data were used. This data helps in 

refining the models, ensuring that they closely represent real-world scenarios and behaviors. By combining these advanced mod-

eling techniques, the study aims to demonstrate the feasibility and benefits of implementing magnetocaloric cooling systems in 

electric and hybrid vehicles, potentially leading to more sustainable and efficient automotive thermal management solutions. 
 

Keywords: Magnetocaloric; Cooling system; Matlab Simulink; COMSOL; Automotive. 
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1. Introduction 

The automotive industry is facing a technological revolution to 

achieve high global environmental goals. The use of new drive con-

cepts such as pure electric or hybrid drives is a considerable success 

factor for more sustainable transportation. In a vehicle with these 

new concepts, the hybrid or 100% electric powertrain is of great 

technological importance [1]. 

The hybrid powertrain is made up of three components: the com-

bustion engine, the electric motor powered by an energy storage sys-

tem (such as a battery or fuel cell) and the power electronics that 

generate heat and require cooling. Several techniques have been im-

plemented to recover heat sources and optimize energy harvesting. 

The development of innovative materials explored is to ensure and 

optimize the thermal management of all the organs of the hybrid 

powertrain of vehicles. The selection of magnetocaloric materials 

depends on the desired application. Taking gadolinium [2] as an ex-

ample, to have a significant magnetocaloric effect (MCE), a temper-

ature range of about 25 K before and after the curie transition (CT) 

is required.  For the automotive sector, the range is 270 K to 340 K 

under a magnetic field of 0-1.5 T. Gd-based alloys may therefore be 

an ideal colling choice for various vehicle components. 

Today, magnetic cooling has attracted considerable interest in 

scientific research, and many prototypes have been built by 

laboratories and companies such as Toshiba, Toyota, Astronautics, 

or even COOLTECH Applications [3] [4]. Magnetic cooling is 
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based on the MCE, which results in the heating of a material 

following its magnetization, also in its cooling during its 

demagnetization [5][6][7][8]. In the case of conventional 

refrigeration, a gas is used that undergoes cycles of compression / 

expansion. To put it another way, heating, or cooling. An equivalent 

principle is applied for magnetic cooling; it is a system in which a 

material with a magnetocaloric effect is subjected to a magnetization 

and demagnetization cycle. New multifunctional materials for 

magnetic cooling are produced that possess great magnetocaloric 

effects, such as compounds like gadolinium (Gd), manganese (Mn), 

oxides, intermetallic [9][10][11]perovskites, ceramics... etc. For 

applications below 270 K, other materials must be used. Pecharsky 

and Jr. Gschneidner [12] discovered a "giant" magnetocaloric effect 

in the alloy (Gd5(Si2Ge2)). Based on these studies, scientists and the 

refrigeration industry are beginning to seriously consider magnetic 

cooling at room temperature for industrial applications. There are 

also other materials with a giant magnetocaloric effect, such as 

MnAs1-xSbx [13], La(Fe1-xSix)13 [14]or MnFePxAs1-x [15]. 

This ecological process could ensure the cooling of the different 

components of the hybrid-electric powertrain. This new approach 

will reduce vehicle weight, fuel consumption, increase vehicle range, 

and improve environmental impact. This paper develops a new tech-

nology to efficiently cool the hybrid-electric powertrain.  

The aim of this work is to develop a 1D model on MATLAB and 

a 2D model on COMSOL. These modelling were conducted to study 

the magnetocaloric effect and the cooling power to efficiently cool 

the hybrid-electric powertrain and the cabin. 

 

2. Thermodynamic approach and simulation equations 

In this section, the thermodynamic approach of the magnetoca-

loric effect has been developed, as well as the equations necessary 

for the theoretical modelling and numerical simulations of the mag-

netic cooling system. A thermodynamic system can be described in 

terms of variables states. There are two types: extensive, which de-

pend on the size of the system studied, and intensive, which do not. 

The entropy of a magnetic material at constant pressure depends on 

the applied magnetic field H and the temperature T. It is defined as 

the sum of the contributions of the entropies, magnetic (SM(T,H)P), 

lattice (SR(T)P) and electronic (SE(T)P):  

𝑺(𝑻, 𝑯) = 𝑺𝑴(𝑻, 𝑯)𝑷 + 𝑺𝑹(𝑻)𝑷 + 𝑺𝑬(𝑻)𝑷 (1) 

The thermodynamic properties of a system, where T and P are 

fixed, and described by the Gibbs free energy G. The magnetic sys-

tem is defined at constant pressure as a function of the temperature 

T, the pressure P, and the applied field H:  

𝑮(𝑷, 𝑯, 𝑻) = 𝑼 + 𝑷𝑽 − 𝑻𝑺 − 𝝁𝟎𝑴𝑯 (2) 

Where µ0 is the magnetic permeability of the vacuum, U is the 

internal energy of the system, P, H and T are intensive variables 

(pressure, magnetic field and temperature) and V, M and S are the 

extensive variables (volume, magnetization and entropy).  

 

 

The total differential of G is given by:  

𝒅𝑮(𝑷, 𝑯, 𝑻) = 𝒅𝑼 + 𝑷𝒅𝑽 + 𝑽𝒅𝑷 − 𝑻𝒅𝑺 − 𝑺𝒅𝑻

− 𝝁𝟎𝑴𝒅𝑯 − 𝝁𝟎𝑯𝒅𝑴 
(3) 

On the other hand, we can write: 

𝒅𝑮(𝑷, 𝑯, 𝑻) = (
𝝏𝑮

𝝏𝑷
)

𝑻,𝑯

𝒅𝑷 + (
𝝏𝑮

𝝏𝑻
)

𝑷,𝑯

𝒅𝑻

+ (
𝝏𝑮

𝝏𝑯
)

𝑷,𝑻

𝒅𝑯 

(4) 

By identifying the two equations (3) and (4), the variation of the 

internal energy is written:  

𝒅𝑼 = 𝑻𝒅𝑺 + 𝝁𝟎𝑯𝒅𝑴 + 𝑷𝒅𝑽 (5) 

Therefore, dG reduces to: 

𝑑𝐺(𝑃, 𝐻, 𝑇) = 𝑉𝑑𝑃 − 𝜇0𝑀𝑑𝐻 − 𝑆𝑑𝑇 (6) 

Using equations (4) and (6), we have: 

𝑽 = (
𝝏𝑮

𝝏𝑷
)

𝑻,𝑯

 (7) 

𝝁𝟎𝑴 = − (
𝝏𝑮

𝝏𝑯
)

𝑷,𝑻

 (8) 

𝑺 = − (
𝝏𝑮

𝝏𝑻
)

𝑷,𝑯

 (9) 

By deriving equations (7) and (8), we obtain Maxwell's relation 

[16]:  

µ𝟎 (
𝝏𝑴

𝝏𝑻
) = − (

𝝏

𝝏𝑻
) (

𝝏𝑮

𝝏𝑯
) = − (

𝝏

𝝏𝑯
) (

𝝏𝑮

𝝏𝑻
) = (

𝝏𝑺

𝝏𝑯
) (10) 

Therefore, 

µ𝟎 (
𝝏𝑮

𝝏𝑻
)

𝑷,𝑯

= (
𝝏𝑺

𝝏𝑯
)

𝑷,𝑻

 (11) 

 

3. Thermodynamic approach and simulation equations 

To determine the variation of the maximum magnetic entropy, we 

integrate the previously established relationship between two mag-

netic field values, assuming an isothermal transformation: 

∫ µ𝟎 (
𝝏𝑴

𝝏𝑻
)

𝑷,𝑯

𝑯𝟐

𝑯𝟏

𝒅𝑯 = ∫ (
𝝏𝑺

𝝏𝑯
)

𝑷,𝑻

𝒅𝑯 = ∆𝑺(𝑻, ∆𝑯)
𝑯𝟐

𝑯𝟏

 (12) 

This entropy variation is noted as magnetic entropy variation since 

we assumed from the beginning that the application of a magnetic 

field affects only the magnetic order, and we can therefore write:  

∫ µ𝟎 (
𝝏𝑴

𝝏𝑻
)

𝑷,𝑯

𝑯𝟐

𝑯𝟏

𝒅𝑯 = ∆𝑺𝑴(𝑻, ∆𝑯) (13) 

Equation (12) shows that the change in magnetic entropy Δ (T, 
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ΔH) is proportional to the derivative of the magnetization with re-

spect to temperature at constant field and the change in the magnetic 

field. If the field varies between 0 and H, then equation (12) is writ-

ten: 

∆𝑺𝑴(𝑻, ∆𝑯) = ∫ µ𝟎 (
𝝏𝑴

𝝏𝑻
)

𝑷,𝑯

𝑯

𝟎

𝒅𝑯 (14) 

The variation in magnetic entropy can be determined by integrat-

ing the magnetization isotherms. It is important to highlight that 

based on the measurements of the material's magnetization as a func-

tion of temperature M (T) and magnetic field M (H), it is possible to 

obtain the value of ΔS, at different fields and temperatures, after nu-

merical integration according to the following formula [17]: 

∆𝑺𝑴(𝑻𝒊, ∆𝑯) = µ𝟎 ∑
𝑴𝒊+𝟏 −  𝑴𝒊

𝑻𝒊+𝟏 −  𝑻𝒊

𝜟𝑯𝒊

𝒊

 (15) 

With: 

µ0: magnetic permeability of the vacuum. 

Mi, Mi+1 : magnetization measured at Ti, Ti+1 to the variation of the 

applied field ΔHi. 

We recall that ΔS and RCP are the two main quantities of the 

magnetocaloric effect (MCE). The value of enables us to 

characterize magnetocaloric materials by the relative cooling power 

(RCP). It corresponds to the amount of heat that can be transferred 

from the hot source to the cold source of a cooling system. It can be 

described for a given magnetic field by the following relation: 

𝑅𝐶𝑃 = −ΔSM
max × 𝛿TFWHM (16) 

Or ΔSM
max is the maximum value of the magnetic entropy change 

and δTFWHM the maximum half-height width of the corresponding 

ΔSM. 

4. Result and discussions 

A 1D model on Matlab-Simulink is used to model the 

magnetocaloric effect, the cooling of the powertrain components and 

the driver cabin, and a 2D model on COMSOL is established to 

determine the characteristics of the permanent magnet. 

4.1 Matlab Simulink model 

The Simulink model of the cooling system provide the use of a 

thermodynamic cycle based on the magnetocaloric effect for the 

cooling of the powertrain and cabin (or even the heating of the cabin 

if we use the reversibility of the system). 

 

 

 

 

 

 

 

 

Figure 2. The simulation result vs time of the following parameters: Entropy, temperature variation, Relative cooling power and the energy produced 

Figure 1. Simulink Block of the MCM and Permanent magnet 
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Figure 3. The simulation result vs time of the following parameters: mass flow rate of water, flow velocity and the thermal heat ex-changed 

 

Figure 4. The simulation result vs time of the following parameters: water at radiator inlet, water at radiator outlet and dissipated energy of the air 

Part 1: Magnetocaloric material (MCM) & Permanent 

Magnet block 

Using the Matlab script, two magnetic entropy variation maps (0–

1 T & 0–2 T) which are averaged to calculate the magnetic entropy 

ΔS and the temperature variation ΔT at a magnetic field applied of 

1.5 T (Figure 1). The Gd is taken as a reference for the 

magnetocaloric around room temperature. The value of the 

maximum magnetic entropy of Gd is equal to 3.8 J/kg. K [18]. The 

relative cooling power (RCP) is calculated as follows: 

RCP = ∆Smax × ∆T = 138.5 J/kg (17) 

The energy generated depends on the mass of magnetocaloric 

material (MCM) (10 kg for this use case). The energy generated 

(Figure 2):  

Q = RCP × mass of MCM = 1385 J (18) 

The external convection was used for the calculation of heat 

transfer, this approximation is used for uniform plates with a laminar 

regime for the heat transfer fluid (Water). For the convection study, 

we are used the same thermodynamic simulation cited in this [2]. 
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The energy Q1 transported in the heat transfer fluid (water) is 

calculated based on the water flow rate and the flow velocity. For a 

flow rate of 0.000125 m3/s = 7.5 l/min, this fluid flow generates 

energy Q1 = 4950 J (Figure 3). This Q1 energy is greater than Q (Q1 

> Q), the flow rate of 7.5 l/min is therefore sufficient to absorb the 

energy generated by the MCM. 

 

Figure 5. The Simulink block of the driver’s cabin 

Part 2: Radiator block of Powertrain components (PWT)  

The radiator is essential to ensure that the hot or cold water leaving 

the PWT is reduced to room temperature before entering the tank. As in 

the radiator, we have the interaction of water with air, so the modeling 

is based on a thermal exchange between them.  

 

For PWT cooling, cold water is circulated around the components 

before it is transferred to the radiator. The inlet temperature of the 

water is higher than the ambient temperature because the water 

absorbs heat from the PWT components. In the radiator, the water is 

reduced back to ambient (T water output) before returning to the tank 

(Figure 4). 

Part 3: Cooler Block 

The cold radiator is used to control the temperature of the 

passenger compartment. In the cold radiator there is an interaction 

between the cold/hot water and the air in the driver's cabin, for 

cooling or heating the driver's cabin. The modelling of the cold 

radiator was done in the same principle as the PWT radiator. A 

temperature controller was modelled to simulate the driver’s choice 

of cabin temperature. 

a. Driver's cabin: Model of an air tank with fixed 

volume/mass to simulate the driver's cab. 

b. Cabin radiator: The model of the radiator is based on the 

same principle as the hot radiator explained above. 

c. Controller: It is a controller which makes the request of 

water mass according to the difference of temperature 

between the cabin and the wished set point ('error' of 

temperature). This control is created with the help of a 

well-calibrated 1-D carto, to output the cold/hot water mass 

according to the temperature difference (or error) to 

cool/heat the air. 

For the thermal management of the cabin simulation, the radiator 

is used to control the temperature of the passenger compartment.  

 

 

Figure 6. The simulation results of the cabin temperature and the air leakage 
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This model (Figure 5) takes account of an air tank with fixed 

volume and mass to simulate the driver's cab. This model radiator is 

based on the same principle of the Hot Radiator explained previously 

(see PWT radiator). The temperature set point given by the driver for 

heating/cooling is controlled within a defined temperature range. A 

controller for requesting the water mass based on the temperature 

difference between the cabin and the desired set point has been 

added to the model. This allows the temperature of the cabin to be 

regulated. The air temperature is calculated based on the weighted 

average:  

- Total air mass = m_air. 

- Air mass interacting with radiator = m_air_cycle. 

- Air leakage mass = m_air_leakage. 

Each air part is weighted with its temperature and the three parts 

were added to divide by total air mass to get the cabin temperature. 

The cabin temperature is reduced to close to the driver's desired 

setting. The small temperature difference is due to the efficiency of 

the radiator. It should also be noted that the possible cooling limit is 

related to the temperature of the cold water (Figure 6). 

Part 4: PWT heat exchanger block 

In this part, we performed the modelling for the heat exchange 

between hot water and PWT when the system needs to be heated. 

The hot water exchanger control of the PWT were analysed. The 

heat exchanger is activated or deactivated based on the need for 

heating or not for the PWT components. The control is based on 

continuing to heat the PWT components until all components reach 

room temperature (293 K). Then, when the heat exchanger is active, 

and one component needs more heating or reaches the temperature 

of 293 K before the other. In this case, the heating of all components 

is controlled separately. We calculate the heat absorbed by each 

PWT component battery, internal combustion engine and electric 

motor. And at the end, we calculate the decrease of the hot water 

temperature.  

In addition, the modelling of energy absorbed by battery/ thermal 

or electric motor have been conducted. The heat exchange of all 

PWT components is modelled in the same direction as the 

temperature input corresponding to that component, T_battery / 

T_motor /T_elec. The heat exchange between the PWT components 

and the water is by convection: 

𝑄 = ℎ × 𝐴 × ∆𝑇 (19) 

With:  

A: the surface. 

h: heat transfer coefficient. 

ΔT: temperature variation. 

 

Part 5: PWT cold exchanger block  

This part is dedicated to the heat exchange model between cold 

water and PWT when the system needs to be cooled. When the 

system temperature is equal or higher than the ambient temperature 

and the PWT components start to work, there is a need to cool them 

to avoid a temperature increase that would exceed the limit. The 

objective is to ensure optimal operation of PWT components. As 

explained in the case of the hot exchanger, the operating principle 

for the cold exchanger is the same, but instead of heating, this 

exchanger is active when the PWT components need to be cooled. 

Therefore, the use of the hot or cold exchanger depends directly on 

the need of the PWT. 

The activation of the cold exchanger is done when the temperature 

of all the PWT components are higher than 293 K. Therefore, if we 

start the simulation with an initial temperature of 293 K, the cold 

exchanger will be activated from the beginning. To control the 

cooling for each component based on its need, we have the same 

principle as for the heat exchanger. The water distribution is based 

on which component needs more energy to cool it. 

Modelling of a cold exchanger of the PWT components was 

simulated. The modelling of the cold exchanger follows the same 

logic as for the hot exchanger. We calculate the heat dissipated by 

each component of the PWT (battery, internal combustion engine 

and electric motor). In general, the hybrid powertrain includes three 

components: the combustion engine, an electric motor powered by 

energy storage (such as a battery or fuel cell), and power electronics 

that produce heat and need to be cooled. 

 

Part 6: PWT components model 

The complete modelling of the battery, the electric motor and the 

combustion engine has been done by us (Figure 7). This part shows 

the outputs of these components necessary for the thermal 

management by the magnetocaloric system. The temperatures and 

the heat dissipated of these powertrain components during operation 

have been studied to perform a real time simulation. To test this 

magnetic cooling system model and the heat exchange between the 

water and the PWT car’s drive train (to simulate heating or cooling), 

the PWT component model was added. The heat generated by the 

PWT components will be considered by the cooling system, which 

will adapt to either heat or cool, as needed. To calculate the 

temperature of each component, we use the heat generated by the 

component and add/decrease the heat added/dissipated by the 

hot/cold exchanger. Overall model is seen on Figure 8. 

Total energy requirement (Qtot) = Energy requirement for 

combustion engine (Q1) + Energy requirement for electric motor 

(Q2) + Energy requirement for battery (Q3) 

Total water mass = m_water 

Hot water mass for the heat engine = Q1 / Qtot × m_water 

Hot water mass for the electric motor = Q1 / Qtot × m_water 

Hot water mass for engine and battery = Q1 / Qtot × m_water 

 

Figure 7. The simulation block of PWT components model 
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Figure 8. Interface of the global model of the magnetic cooling system and the powertrain components in Matlab-Simulink. 

 

Figure 9. 2 Dimension COMSOL model of the MCM and permanent magnet. 
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4.2 COMSOL model 

The COMSOL model enables to size and characterise the 

permanent magnet according to the magnetic field undergoes by the 

MCM block, as the distribution of the magnetic field lines changes 

according to the shape of the magnets. 

The COMSOL model focuses on the study of the magnetic field 

generated by two parallel plate magnets in the magnetocaloric 

system.  

There are four main parts to have the magnetic field simulated 

(Figure 9). For the part 1: Two magnetic blocks, whose properties 

have been defined to obtain the necessary magnetic field intensity. 

The part 2: the magnetocaloric material (MCM) block (circle of 

desired size), with the relative permeability defined to behave like 

Gadolinium (Gd). In the part 3: air of standard relative permeability  

1 around the magnet and MCM. And finally, part 4: Infinite band 

around the borders to ensure zero magnetic field away from the 

magnets, to make the calculations converge.  

The main parameters in the COMSOL model are defined. The 

relative air permeability was defined as 1. The square boundary was 

defined with a magnetic node point, i.e., the magnetic field at the 

edges is 0 T. The relative permeability of the MCM was defined as 

100, based on several reviewed papers [19] and the magnetic 

property for permanent magnet blocks was assigned based on the 

method chosen for modelling. We tested three methodologies as 

mentioned below: 

Method 1 

Flux standard of remanent density = 1.4 T 

Method 2 

Magnetic flux density standard = 1.5 T (max 1.6 T) 

Coercive field = 1500 kA/m 

Magnetic energy density = 413 kJ/m 

Method 3 

Magnetization (Ms) = 1.6 T = 1276320 Amps/m 

The third method based on the value of the magnetization, was 

chosen to make the simulation on COMSOL.  

All other parameters have been fixed and the dimension only 

changes for permanent magnets. The distance between the MCM 

and the magnet has been fixed at 2 mm. The radius of the MCM has 

been fixed to 20 mm. The size of the permanent magnets varies 

based on two test cases, as explained below. So, to analyse all 

geometrical configurations, we studied two global use case based on 

the length of the permanent magnet (Table 1). 

It should be noted that the mass and volume of the magnet have 

been set according to the operating characteristics of the magnetic 

cooling system. In each use case, we calculate the width and 

thickness according to the fixed length. The volume of a magnet 

plate is 188.3 cm3 and the length of the plate are 9 cm and 8 cm: 

Table 2 summarises the characteristics of the permanent magnet and 

the magnetocaloric material.  

 

Width × Thickness = Volume/Length = 20.9 cm2 (20) 

 
Table 1. The use cases used for COMSOL simulation for the permanent 

magnet. 

Use case 1 – Length = 9 cm Use case 2 – Length = 8 cm 

n combination of Width (cm) × 

Thickness (cm) 

 n combination of Width (cm) × 

Thickness (cm) 

1st combination of 8 × 2.61 

2nd combination of 7 × 2.98 

3rd combination of 6 × 3.48 

4th combination of 5.5 × 3.80 

5th combination of 5 × 4.18 

6th combination of 4.5 × 4.64 

1st combination of 8×2.94 

2nd combination of 7×3.36 

3rd combination of 6×3.92 

4th combination of 5.5×4.30 

5th combination of 5×4.70 

6th combination of 4.5×5.23 

 

Table 2. Characteristics of the permanent magnet and the MCM. 

Mass of the permanent magnet 2.9 kg 

Mass density of Gadolinium 7700×10-6 kg/cm3 

Total volume of the permanent magnet 376.6 cm3 

Volume of a magnet plate 188.3 cm3 

In the two use cases, (9 cm and 8 cm long), we observe that the 

magnetic field strength increases by decreasing the width of the 

permanent magnet and increasing its thickness. (Figures 10 and 11). 

After an analysis of the COMSOL study of permanent magnet and 

magnetocaloric material, the better combination is described in the 

Table 3 (use case 2). The value of the magnetic field intensity 

produced by the permanent magnet in this COMSOL simulation is 

about 1.48 T.  

Table 3. Characteristics of the permanent magnet and the MCM. 

Use case Total 

mass (kg) 
Length 

(cm) 

Width 

(cm) 

Thickness 

(cm) 

Magnetic 

field max 

(Tesla) 

Use Case 1 2.9 9 4.5 4.64 1.47 

Use case 2 2.9 8 4.5 5.23 1.48 

 

 

 

 

 

 

 



Bousseksou et al.                Engineering Perspective 5 (1): 9-20, 2025 

17 

 

 

 

Figure 10. Evolution of the magnetic field intensity versus the width and thickness of the magnet (use case 1 - length 9 cm) 
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Figure 11. Evolution of the magnetic field intensity versus the width and thickness of the magnet (use case 2 - length 8 cm) 
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5. Conclusions 

The objective of this paper was to study and understand the be-

havior of a magnetic cooling system at room temperature and to in-

vestigate and demonstrate the efficiency of this new technology. 

 To achieve this objective, a Matlab Simulink model was built of 

the permanent magnet, magnetocaloric material, the hybrid power-

train components as well as the water tanks, heat exchanger and ra-

diators. In addition, to ensure the thermal management of the driver's 

cabin, a Simulink block has been added. This study was coupled with 

a two-dimensional model on the COMSOL software. This model al-

lows to evaluate the behavior of the magnetocaloric material and the 

magnetic field intensity to improve the design and the energy con-

sumption. The model developed in this study enables simulate a 

magnetic cooling system. The heat source which represents the mag-

netocaloric equation and approach is modelled based on the data ob-

tained from experimental measurements. 
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Nomenclature 

MCE magnetocaloric effect  

CT curie transition  

H magnetic field (T) 

T temperature (K) 

P pressure 

G Gibbs free energy  

U internal energy of the system 

V Volume (m3) 

M magnetization 

S entropy 

µ0 magnetic permeability of the vacuum 

RCP relative cooling power (J/kg) 

Q energy (J) 

PWT powertrain 

m_air total air mass (kg) 

m_air_cycle air mass interacting with radiator (kg) 

m_air_leakage air leakage mass (kg) 

A Surface (m2) 

h heat transfer coefficient (W/(m.K)) 

m_water total water mass (kg) 

MCM magnetocaloric material 

T_ini initial temperature of PWT/ tank (K) 
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ABSTRACT 
 

Suspensions are vital vehicle subsystems that provide ride comfort, stability and handling while absorbing shocks caused by 

road irregularities. Their designs require careful consideration of structural integrity, weight reduction and performance optimisa-

tion. In light electric vehicles, such as those in the L6 class, the design and optimisation of suspension systems becomes even more 

critical due to design compactness and functionality. The aim of this study is to design a front independent suspension system for 

an electric L6 class vehicle and to outline an optimisation-based design process of this design by Finite Element Analysis (FEA). 

In the first stage of the study, various load cases and the effects of these loads on the connection points were determined and force 

analyses were performed. Then, a preliminary design was built to withstand the types of loading to which it will be subjected. 

Afterwards, FEA was performed on the preliminary design using the data obtained from the force analysis. As a result of this 

analysis, critical load case and critical regions were identified. In the optimisation stage, the outer diameter (D), wall thickness (t) 

and radius of curvature (R) were defined as input parameters, while mass, equivalent stress and total deformation were selected as 

output parameters. As a result of the optimisation-based design, a stress reduction of approximately 43% was observed at the 

critical region. In addition, the percentage of the influence was investigated in order to better understand the effects of the basic 

design parameters. Among the parameters, the wall thickness was found to be the design parameter which has the highest effect 

on stress distribution and part mass. 
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1. Introduction 

The global population is increasing by 240,000 people per day and 

90 million people per year, leading to an increasing demand for ve-

hicles [1]. As technology continues to improve, mobility demand is 

projected to grow three times faster than population growth [2]. This 

increase in the number of vehicles contributes significantly to air 

pollution, which increases exhaust emissions and poses serious risks 

to public health. In many countries, the automotive sector is respon-

sible for 48% of the total carbon dioxide (CO2) emissions [3]. Fur-

thermore, modern cities are facing a traffic crisis, leading to more 

noise and traffic congestion. The energy crisis, which is worsening 

due to decreasing fossil fuel resources, is becoming more serious 

over time [4]. The European Commission's Roadmap to a Single Eu-

ropean Transport Area Towards aims to reduce traffic and pollution 

problems as one of its objectives towards a competitive and clean 

transport system [5]. In order to achieve this goal, vehicle manufac-

turers have had to realise a series of improvements in order to adapt 

to competitive conditions. There is also a need to provide safer and 

more economical options to effectively address environmental and 

population issues. As a result, the use of light electric vehicles is 

growing rapidly. Many cities have started to use light vehicles for 

urban transport. This plays an important role in solving various prob-

lems, especially in the freight transport sector [6].  
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The lower centre of gravity of electric vehicles makes their sus-

pension design extremely important for traction and stability. Small 

electric vehicles, especially those classified in the L6 category, are 

increasingly incorporating independent suspension systems in their 

design to improve ride quality and handling. There are also different 

types of suspension systems for such vehicles in the literature [6]. 

Independent suspension is a widely used system in automotive engi-

neering, characterised by the ability of each wheel to move vertically 

independently of the other; this design feature is essential in improv-

ing the overall stability and dynamic behaviour of the vehicle, con-

tributing to handling and ride comfort.  

The double wishbone suspension system is essentially considered 

to be a four-bar mechanism; one side is connected to the chassis, 

considered to be the ground, and the other side is connected to the 

wheel via a steering knuckle [7]. The double wishbone suspension 

system has several advantages over other suspension systems.  

 

 

 

 

a                                                           b 

Figure 1. Suspension system components and their integration in the vehicle 

 

Due to its many design parameters, it is more flexible and versatile, 

allowing the kinematics of the vehicle to be controlled and adapted 

to specific applications. It can also reduce the weight of the unsprung 

mass, improving the vehicle's dynamic characteristics, although it is 

more complex to design than other suspension systems [8]. There 

are several methods in the literature for designing and analysing dou-

ble wishbone suspension systems for light electric vehicles. The 

double wishbone suspension system consists of an upper wishbone, 

lower wishbone, shock absorber, steering system and steering 

knuckle as shown in Figure 1. 

The shock absorber is mounted on the upper or lower arm and is 

responsible for absorbing road inputs to provide ride comfort. The 

wishbone holding the shock absorber carries/bears more load, so it 

is called the carrier wishbone, while the other wishbone is called the 

control wishbone [9]. Double wishbone suspension system is also 

called short-long suspension system, with the upper arm being the 

shorter arm and the lower arm the longer arm [7]. In general, when 

designing wishbones, it is important to provide a difference in length 

between the control and carrier arms as they affect the wheel angle 

change, camber change and to some extent the track width change 

during the vertical movement of the wheel. Reducing the length 

of the control arm will result in a positive camber in rebound and 

a negative angle when compressed, which is desirable when de-

signing a suspension system [10]. 

Response Surface Methodology (RSM) is widely used in vari-

ous industries, one of the most important of which is the automo-

tive industry [11-13]. RSM is a method used to determine the ef-

fect of independent variables in a system on dependent parameters. 

This approach allows for efficient design modifications and en-

sures that structural rigidity is maintained. In a study using 

ANSYS® Workbench, a mass reduction analysis of a motor 

mounting bracket was performed using RSM method and a mass 

reduction of 4.31% was achieved by keeping the failure load con-

stant [14]. In another study, the crash analysis of the bumper beam 

and energy absorber was carried out and then the RSM method 

was used for the optimal design [15]. A RS-based design of a 

multi-link steering mechanism is carried out to reduce the devia-

tion in toe angle duo to wheel travel and optimum steering error 

during the steering angle range [16].  

In a study focusing on the design of a lightweight solar-pow-

ered vehicle suspension, a double wishbone suspension system 

was designed and Finite Element Analysis (FEA) was performed 

to investigate the differences between Macpherson and double 

wishbone suspension systems via static analysis [17]. In another 

study, ANSYS® Workbench was used for steering knuckle design 

and topology optimisation to reduce unspring mass [18]. Further-

more, kinematic analysis was performed on double wishbone sus-

pension to determine camber and toe changes depending on king-

pin using analytical methods [19]. Moreover, a half-car model 

with five Degrees of Freedom (DoF) was designed in another 

study where a vibration model for an electric mini off-road vehicle 

was built using MATLAB® software to investigate the frequency 

response and optimise ride comfort [20]. 

In this study, the design and optimisation of a front independent 

suspension for an L6e vehicle is carried out. Firstly, a joint force 

analysis was performed to determine the forces acting on the hard-

points of the system. Then, a parametric modelling process was 

carried out using SOLIDWORKS® software. FEA was performed 

on the lower wishbone under specified load conditions using 

ANSYS® Workbench. Design of Experiments (DoE) - Response 

Surface (RS) optimisation methods were used to find the optimum 

design in terms of weight and stress. Finally, in order to check the 
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safety of the obtained optimal geometry under operating condi-

tions, an assembly model was created and a FEA was performed 

on this model again.  

The design parameters that should be taken into consideration 

in front independent suspension design have been determined. 

The effects of these design parameters on component performance 

were also analysed in this study, and it is aimed to guide the de-

signer. In general, the component design steps are summarised. 

To the best of the authors' knowledge, there is no study in the 

open literature that provides a roadmap for the mechanical design 

of the suspension elements used in this class of vehicles. This 

study aims to fill this lack to some extent. 

 

2. Material and method  

2.1 Method 

In this research, DoE and RS methods are employed to determine 

the optimum design of the system by modifying desired parameters 

within specified ranges and constraints. DoE is the examination of 

the system during processing by applying several tests and changing 

input parameters to study the system's response [21]. RS is also car-

ried out, which involves using mathematical equations to develop 

and optimize the system, especially considering various parameters 

that affect system performance [22]. In this study, DoE and RS are 

performed using the ANSYS® Workbench response surface optimi-

zation tool. For a second-order response surface model, the model is 

defined as [23]:   

 

y = β
0
+ ∑ β

i
xi+ ∑ β

ij
xixj+εk

i≤j
k
i=1              (1)     

 

This model can also be expressed as a matrix. 

 

  y=Xβ+ε                          (2)    

Here, y is the vector of observations, X is the model matrix, β is 

the vector which includes the intercept parameter β0 and the partial 

regression coefficients, and ε is the vector of random errors that di-

rectly affect β [21].  

Central Composite Design (CCD), a method for determining op-

timal parameter values, is used in this study, which is available as an 

option in the DoE module's design table definition. This method is 

commonly used in the DoE studies. The main objective of CCD is 

to determine the effects of factors affecting a system and the opti-

mum levels of these factors. It provides a design structure that eval-

uates the linear, quadratic and interactional effects of these factors. 

[21,22,24]. The advantages of CCD include the ability to estimate 

the dependent variables nonlinearity, efficiently obtain maximum in-

formation with minimum experimental data, and reduce the number 

of experiments required to estimate the quadratic terms in a quadratic 

model [25]. It is widely used for solving complex multifactorial 

problems. With its capability to develop accurate and reliable sec-

ond-order regression models, CCD provides a deeper understanding 

of data and enables meaningful explanation [26]. The summary 

scheme of the optimisation study is summarised in Figure 2. 

 

 

 

 

3. Design Steps 

3.1 Load model 

In the analyses performed within the scope of this study, the loads 

acting on the suspension system specified in the literature were used 

for FEA in the stress state evaluation and optimisation process of the 

mechanical design. In addition to the vertical load, driving, braking 

and lateral forces acting on a vehicle wheel in the most general driv-

ing condition [7]. These loads are shown in Figure 3 as vertical load 

P, side load S and braking or driving load B. These load combina-

tions on the suspension system are applied to the wheel contact point 

shown as R [27]. In the literature, there are 16 main load conditions 

for the suspension system [28]. Bumping, brake-in- turn and corner-

ing load conditions are considered as critical scenarios of the suspen-

sion system. 

 

 

Figure 2. Summary structural optimization process of the lower wish-
bone 

 

3.2. Joint Forces 

 

FEA was performed to determine the reaction loads acting on the 

suspension system joints. The joint loads for three different load 

cases were calculated using the vector analysis. The forces applied 

to the contact area of the wheel are resisted and carried by the spring, 

control or carrier wishbones, and the steering knuckle on the load 

condition. 

The joint forces are calculated according to the hardpoints of the 

suspension. The hardpoints of the system are evaluated by consider-

ing two main factors. The first one is that the instantaneous centre of 

the suspension arms should be near the ground to reduce the effect 

of camber and track width variation. Another critical factor is the 

distance between the centre of mass and the instantaneous centre. 

This distance is of crucial importance for the roll dynamics of the 

vehicle, especially in roll angle calculations [27,29]. Since gravity 

and suspension component self-weights are negligible compared to 

the vehicle loads, these effects are neglected in the calculations. The 

free body diagram of the main components of the suspension system 

is presented in Figure 4. Equivalent forces and moments were ap-

plied to each body within the framework of the action response prin-

ciple in accordance with [29]. According to force balance: 
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{F
D43

}= - {F
D34

}     (3) 

 

{F
G42

}= -{F
G24

}     (4) 

 

{F
H45

}= -{F
H54

}     (5) 

 

{F
C37

}= -{F
C73

}     (6) 

 

   

 

Figure 3. Critical load cases acting on the suspension system 
 

 

The equivalent forces (F) and moment (M) from the lower wish-

bone free body diagram: 
 

∑ {F
2
} ={0}     (7) 

 

{F2}= [
FFx

FEx

FGx

] + [

FFy

FEy

FGy

] + [
FFz

FEz

FGz

] = [
0

0

0

]     (8) 

 

∑ {F
2
} ={0}     (9) 

 

∑ {M
G2

} ={0}     (10) 

 

∑ {M
G2

} ={RFG}x{F2}+{REG}x{FE}      (11) 

 

{RFG}= [
0 -RFGz RFGy

RFGz 0 -RFGx
-RFGy RFGx 0

]     (12) 

 

{REG}= [
0 -REGz REGy

REGz 0 -REGx
-REGy REGx 0

]     (13) 

 

The above calculations were also performed for the other bodies 

of the suspension. When the general calculations of the whole sys-

tem are analysed, it is seen that there are 18 equations and 20 un-

knowns in total. Two equations are defined for the connections be-

tween the upper and lower wishbones and the chassis. In addition, it 

is possible to write the following two equations in accordance with 

[29]. 

 

{FF}·{REF}={0}                   (14) 

{FB}·{RAB}={0}                  (15) 

 

 
Figure 4. Free body diagram and reaction joint forces 

 

Finally, a 19 x 19 matrix was formed as shown in Figure 5. By 

taking the inverse of this matrix and multiplying it with the load ma-

trix, the equations of the free body diagram were solved [29]. 

The changes in the x, y and z components of the reaction forces 

of the carrier arm and control arm are shown in Figure 6. In the lat-

eral load condition, it is observed that the lower wishbone spherical 

joint is subjected to approximately twice as much load as the upper 

spherical joint. In the vertical load scenario, it was found that most 

of the applied force was carried by the lower wishbone. 

 

3.3 Design criteria of the lower wishbone 

For the initial design of the lower wishbone, the structure was as-

sumed as a beam. The cross-sectional dimensions were determined 

by elementary stress analysis. The lower wishbone is subjected to 

bending by the vertical component of the spring force and shearing 

due to the braking force. Additionally, the horizontal component of 

the spring force applies a compressive load on the lower wishbone. 

The calculations were carried out according to the condition where 

the spring force at the spring connection point shown as C reaches 
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its maximum value. With these calculations, the initial design was 

built by determining the value for both the outer radius (D) and the 

inner radius (d), which ensures the safety and durability of the lower 

wishbone. The initial configuration shown in Figure 7.  

These bending and shear stresses are calculated by the following 

equations: 

 

σBending=
Mmax×D

2*I
       (16) 

  

W=π
D4-d

4

64
       (17) 

 

σNormal=
Fcy

A
      (18) 

 

σB+σN<σSafety      (19) 

 

In the brake-in-turn case, the stress concentration on the welding 

joint is critical due to the shear normal and bending loads. The forces 

acting on the system were taken from the analytical joint matrix 

given in Figure 5 and applied to the lower wishbone arm to deter-

mine the minimum thickness of the weld joint radius.  

For safety reasons, the lower wishbone arm is assumed as a canti-

lever beam. Weld thickness value represented by “a” in Figure 8 is 

calculated. The safety factor used in the whole system was deter-

mined as 1.6. The normal, shear and bending stress equations: 

σN=
F

A
=

FCy-FGy

π
((R+2a)2-R2)

4

                 (20) 

τS=
F

A
=

FGz-FCz

π
((R+2a)2-R2)

4

                   (21) 

τB=
M

W
=

FGz*Lg-FCz*Lc

π
((R+2a)3-R3)

32

                 (22) 

σc=√σ2+Στ2≤σyield* Factor of Safety          (23) 

 

 

 
Figure 5. Reaction joint force matrix 

 

 
Figure 6. Reaction joint forces for load cases 

 

In the brake-in-turn case, the stress concentration on the welding 

joint is critical due to the shear normal and bending loads. The forces 

acting on the system were taken from the analytical joint matrix 

given in Figure 5 and applied to the lower wishbone arm to deter-

mine the minimum thickness of the weld joint radius.  

For safety reasons, the lower wishbone arm is assumed as a canti-

lever beam. Weld thickness value represented by “a” in Figure 8 is 

calculated. The safety factor used in the whole system was deter-

mined as 1.6. The normal, shear and bending stress equations: 

σN=
F

A
=

FCy-FGy

π
((R+2a)2-R2)

4

                 (20) 

τS=
F

A
=

FGz-FCz

π
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4

                   (21) 
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τB=
M

W
=

FGz*Lg-FCz*Lc

π
((R+2a)3-R3)

32

                 (22) 

σc=√σ2+Στ2≤σyield* Factor of Safety          (23) 

 

 
             a                         b 

 
c 

Figure 7. Load model of the lower wishbone 

 

Figure 8. Defining the welding thickness of the lower wishbone arm 

 

4. FEA model of the suspension system 

The CAD model built parametrically in SOLIDWORKS® was 

transferred to ANSYS® Workbench for FEA. In the suspension sys-

tem, the lower wishbone is considered as a critical component since 

the vertical force due to the vehicle weight is transferred from the 

spring to the lower wishbone. In the FEA model, a mesh structure 

consisting of 441,031 nodes and 254,729 elements was created using 

the SOLID187 element consisting of ten nodes. The mesh structure 

is shown in Figure 9. Some of the structural elements utilised in 

the analysis have been simplified due to the confidentiality policy 

of the project partner company. 

 

 
Figure 9. The mesh structure of FEA model 

Firstly, in order to determine the stress conditions of the lower 

wishbone, two FEA models, a single component and a quarter vehi-

cle, were built. The single component model is fixed through the 

wishbone bushings and the force is applied through the spherical and 

the spring joint of the lower arm. Then, to verify the stress values 

obtained from the single-component analysis, a quarter vehicle anal-

ysis was carried out by adding a revolute joint to the wishbone bush-

ings, a ball joint to the knuckle linkages and a spring element. The 

spring is modelled with a pin joint in the bushing to transfer its force 

to the lower wishbone. In this analysis, the force was applied at the 

wheel contact point (R). The analysis models are given in Figure 10. 

Here, Fixed Joint "F", Revolute Joint (Ground) "Re", Spherical Joint 

"S", Spherical Joint (Ground) "Se", Contact Patch "R" and Dynamic 

Radius of the Tire "Rd" are named. 

 

 

 
Figure 10. Boundary conditions used in FEA models 

 

5. Result and Discussion 

5.1 Critical load cases 

The FEA of the quarter vehicle model was performed for three 

different load cases: bumping, cornering and brake-in-turn. In the 

analyses results shown in Figure 11, the stress values obtained are 

represented as the ratio of the maximum equivalent stress values oc-

curring in the critical stress concentration regions. The brake-in-turn 

load condition was identified as the critical load case because of the 

braking force in addition to the spring load that supports and trans-

mits the vehicle weight.  
 

5.2 DoE based optimisation 

The DoE-RS module of ANSYS® Workbench was used to deter-

mine the optimal arm design that is lightweight and at the same time 

stress safe. Firstly, the critical region was determined according to 

the FEA result. In this region, it was determined that both the stress 

value is maximum and it is subjected to tensile stress as shown in 

Figure 12.  

Then, a parametric model of the initial design was built using 

SolidWorks®. For the DoE-based optimisation, the outer diameter 

(D), wall thickness (t) and tube curvature radius (R) were selected as 

design parameters as shown in Figure 13. 
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Figure 11. FEA of the lower wishbone for the load cases in quarter vehi-
cle model 

 

 
         a                           b 

 
c 

Figure 12.a and b. principal stress of the lower wishbone, c. the critical 
area 

 

The current state of all parameters is considered as a unit and the 

maximum and minimum values are shown in Table 1 as multiples 

of this value in accordance with the confidentiality policy of the 

company. Mass, maximum equivalent stress and total deformation 

were defined as output parameters. As a result of the DoE performed 

over the critical load condition, RS graphs were obtained with these 

parameters.  

Figure 14 shows the effect of the design parameters on the output 

values. When the graph is analysed, it was seen that the outer diam-

eter (D) has the greatest effect especially on the maximum equiva-

lent stress. As the diameter increases, the structural strength in-

creases while the total deformation decreases. Thickness (t) was 

found to have the most sensitive effect on weight. Increasing the 

thickness significantly increases the mass but has a minimal effect 

on the equivalent stress. The curvature radius (R) has similar effects 

on both mass and maximum equivalent stress, but its effect on de-

formation is more pronounced. Increasing the curvature radius may 

affect the elastic behaviour of the structure, making it more sensitive 

to deformation. 

 

 

 

Figure 13. The design parameters of the lower wishbone arm 
 

Table1. Parameters variation range 
 

Parameters  Variation Range 

t 1.5t < t < 2.2t 

D 20D < D < 25D 

R 130R < R < 165R 

 

As a result, ensuring the equilibrium between design parameters 

is critical to achieve the desired performance. For example, while the 

outer diameter can be increased to minimise deformation, this must 

be balanced with weight optimisation. 

 

 

Figure 14. Effective percentage of the design parameters effecting the 
lower wishbone 

 

The RS plots generated for mass, equivalent stress and total de-

formation using the defined input parameters are shown in Figure 15. 

These graphs provided the optimum design points to be determined 

in the optimisation module. In the optimisation process, minimising 

the equivalent stress and mass was determined as the main design 

objective. 

A final design was created by using the values obtained as a result 

of the optimisation. FEA was applied to this final model again. Six 

points (P1-P6) were randomly selected from this region in order to 

examine the stress variation in the critical region. The stress change 

between the initial design and the final design is shown in Figure 16. 

In this graph, point P6 of the final design is selected as reference. 
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Other point’s stresses were calculated by ratio to the stress at this 

point. When the graph is examined, it was observed that the stress 

values of the final design were lower than the initial design at all 

points. The percentage decrease values from P1 to P6 were deter-

mined as 42.94%, 33.75%, 26.92%, 32.01%, 41.32% and 40.31%, 

respectively. 
 

 
a 

 
b 

 
c 

Figure 15. Response surfaces of the parameters, a- mass (kg), b- Equiv-
alent Stress (MPa), c- Total Deformation (mm) 

 

A final design was created by using the values obtained as a result 

of the optimisation. FEA was applied to this final model again. Six 

points (P1-P6) were randomly selected from this region in order to 

examine the stress variation in the critical region. The stress change 

between the initial design and the final design is shown in Figure 16. 

In this graph, point P6 of the final design is selected as reference. 

Other point’s stresses were calculated by ratio to the stress at this 

point. When the graph is examined, it was observed that the stress 

values of the final design were lower than the initial design at all 

points. The percentage decrease values from P1 to P6 were deter-

mined as 42.94%, 33.75%, 26.92%, 32.01%, 41.32% and 40.31%, 

respectively. 

The analysis results of the quarter vehicle model and the single 

component- based analysis model built with the final design are 

compared. According to Figure 17, the maximum stress values were 

represented as a percentage and an error rate of approximately 2.27% 

was determined. In addition, the critical zone identified as Region A 

in the quarter vehicle model analysis was found to match the critical 

Region B in the component-based analysis. 

 

 

Figure 16. Response surfaces of the parameters, a- mass (kg), b- Equiv-
alent Stress (MPa), c- Total Deformation (mm) 

 

 

 

Figure 17. Comparison of the optimization singular and quarter vehicle 
model 

 

6. Conclusion 

In this study, the design, analysis and optimisation of the front inde-

pendent suspension system of an electric L6 class vehicle were in-

vestigated. Firstly, different load cases and their effects at the joint 

points are analysed. Then, two models were built for FEA to be per-

formed in ANSYS® Workbench using SOLIDWORKS® software. 

As a result of the FEA, the critical load model was identified. Also, 

the region subjected to both tensile and maximum stress was de-

fined as the critical region. In the optimisation stage, the outer di-

ameter (D), wall thickness (t) and radius of curvature radius (R) were 

selected as input parameters, while mass, equivalent stress and total 

deformation were chosen as output parameters. For optimal values, 

low mass and low stress design constraints were defined for the soft-

ware and new parameter values were obtained for the final design. 
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Among these points, the highest stress reduction was obtained at 

point P1 with approximately 43%. The results of the study also high-

light the critical design parameters that should be taken into account 

in the design of independent suspension for electric L6 vehicles. The 

effects of these design parameters on the output parameters are also 

analysed. Thickness was found to have the highest effect on all out-

put parameters. This study provides guidelines for the design of sus-

pension systems for similar class vehicles. 
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ABSTRACT 
 
This study investigates the effects of dichloromethane (DCM) and benzoylthiourea derivatives (LH1 and LH2) at co

ncentrations of 25 ppm, 50 ppm, and 100 ppm on engine noise and vibration across various load conditions. The res

ults reveal that noise and vibration levels increased with engine load for all fuel blends, with significant variations de

pending on the additive type and concentration. Adding DCM to gasoline caused slight increases in both noise (up to 

1.29%) and vibration (up to 6.14%) due to its higher density and altered combustion dynamics. LH1 consistently incr

eased noise and vibration levels, with the highest increases observed at 100 ppm (6.77% noise and 23.38% vibration 

at no load), likely due to its volatile nature and destabilizing effects on combustion. Conversely, LH2 significantly red

uced noise and vibration, particularly at 25 ppm and 50 ppm concentrations. At 100 ppm, LH2 reduced noise by 1.9

8% and vibration by 6.85% at full load compared to gasoline, attributed to its superior knock resistance and stabilizin

g effects on combustion. The findings highlight LH2 as a promising additive for applications requiring reduced engine 

noise and vibration, particularly at higher loads. In contrast, LH1's tendency to amplify noise and vibration suggests a 

need for optimization before practical implementation. This study underscores the critical role of additive composition 

and concentration in influencing engine performance, providing valuable insights for developing fuel blends with impr

oved acoustic and operational characteristics. 
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1. Introduction 

The growing demand for high-performance internal combustion (IC) 

engines has intensified efforts to optimize engine efficiency [1-4]. How-

ever, alongside advancements in engine performance, addressing chal-

lenges such as noise and vibration, both of which have mechanical and 

environmental implications, remains a critical concern. Excessive noise 

and vibration not only diminish passenger comfort but also contribute to 

environmental noise pollution. Moreover, they accelerate engine wear 

and adversely affect operational efficiency. These challenges become 

increasingly significant as modern engines aim for higher power outputs 

and improved fuel efficiency while adhering to stricter environmental 

regulations [5-8]. 

Engine noise and vibration are complex phenomena influenced by 

a variety of factors, including combustion processes, mechanical im-

balances, and fuel properties. Researchers are actively exploring 

strategies to mitigate these effects, with one promising approach be-

ing the modification of fuel composition through alternative fuel ad-

ditives. These additives have the potential to alter combustion dy-

namics, providing a means to reduce noise and vibration while pre-
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serving or even enhancing engine performance. Given the signifi-

cance of noise and vibration in IC engines, fuel additives have be-

come a key area of focus for researchers, particularly in recent years. 

The literature includes significant studies on the impact of fuel ad-

ditives used in IC engines on engine noise and vibration levels. Elke-

lawy et al. conducted a review study examining the effects of organic 

compound additives on biodiesel fuel blends to assess diesel engine 

vibration and noise characteristics. The study reported reductions of 

up to 5% in engine vibration levels and up to 7% in noise levels [9]. 

Bharath and Selvan carried out experimental research to evaluate the 

impact of isobutanol addition to methanol-gasoline blends on the 

noise, vibration, and emission characteristics of an unmodified auto-

motive spark ignition (SI) engine. Their findings indicated that the 

blended fuels produced higher overall noise levels but lower accel-

erations in the vertical and longitudinal directions compared to pure 

gasoline [10]. Wirawan et al. performed experimental analyses to in-

vestigate the effect of adding methanol as a non-fossil fuel mixture 

to RON 88 gasoline. The results showed that the highest engine vi-

bration occurred in the vertical radial direction, measuring 36 m/s² 

with methanol and 34 m/s² without methanol, at engine speeds of 

1200 to 1600 rpm. Engine noise was higher for methanol-blended 

fuel, with a maximum value of 86.4 dB, compared to 85.7 dB for 

pure gasoline [11]. Ağbulut et al. studied the effects of blending 

waste cooking oil methyl ester with various metal oxide-based na-

noparticles on the emissions, performance, vibration, and noise char-

acteristics of a single-cylinder diesel engine. The results suggested 

that the addition of nanoparticles to B10 slightly reduced noise and 

vibration levels [12]. Xu et al. investigated the vibration, wear, and 

emission characteristics of three types of composite additives with 

detergent and synergist functions in a diesel engine. Their findings 

revealed that Type III additives exhibited moderate combustion in-

tensity and mechanical stress, demonstrating an effective capability 

for vibration control, with a slight 7.6% reduction in mechanical vi-

bration during the running-in period [13]. Wei et al. found that meth-

anol-diesel blends, particularly those incorporating nanoparticle ad-

ditives, can increase maximum in-cylinder pressure and slightly 

shorten the ignition delay, both of which influence noise and vibra-

tion. However, these blends also tend to result in higher NOx emis-

sions [14]. Similarly, Rao et al. observed that methanol and biodiesel 

blends in diesel engines exhibit smoother combustion and reduced 

vibration, suggesting improved torque conversion and reduced com-

bustion heterogeneity [15]. Sani et al. conducted an experimental 

study on a four-cylinder gasoline engine powered by a methanol-

gasoline fuel blend. Their results revealed that the methanol-gasoline 

mixture produced the highest levels of vibration and noise within the 

1200–1400 rpm range, whereas pure gasoline exhibited the lowest 

vibration and noise levels between 1000 and 1400 rpm. The tests 

further demonstrated that the engine's operation with the methanol-

gasoline blend led to significant frequency variations, ranging from 

148 to 173 Hz [16]. Sharma et al. carried out a study using a single-

cylinder gasoline direct injection (GDI) research engine to examine 

its noise and vibration characteristics. Their findings revealed that 

methanol-gasoline blends produced notably higher in-cylinder pres-

sure, increased heat release rates, greater rates of pressure rise, and 

elevated cumulative heat release compared to pure gasoline. These 

factors had a significant impact on the engine's noise and vibration 

behavior [17]. Borg et al. investigated methods to reduce noise and 

vibration in the high-pressure fuel system of a GDI system, focusing 

on optimizing the mechanical design features of the outlet valve. 

Their findings demonstrated noise reductions ranging from 2 to 6 

dBA across various characteristic frequency levels of the GDI sys-

tem. [18]. Keskin investigated the vibration characteristics and noise 

emissions of a two-stroke SI engine fueled with ethanol-gasoline 

blends. The study revealed significant changes in engine vibration 

behavior at 1500 and 2500 rpm when using the blended fuels. The 

vibration amplitudes and noise emissions of the engine exhibited an 

increasing trend compared to those observed with pure gasoline [19]. 

Faraji et al. examined the impact of magnetized ethanol-gasoline fuel 

blends on the vibration and sound characteristics of a single-cylinder 

gasoline engine. Their findings showed that the highest average 

sound pressure level (88.41 dB) was observed with pure gasoline at 

a magnetic intensity of 7000 G, while the lowest value (78.94 dB) 

was recorded with a 10% ethanol blend and a magnetic intensity of 

5300 G. Additionally, vibration levels were found to decrease as the 

ethanol concentration increased up to 10% [20]. Uyumaz et al. car-

ried out an experimental investigation to evaluate the impact of add-

ing lacquer thinner to gasoline on the performance and emission 

characteristics of a SI engine. The findings revealed a reduction in 

HC emissions by 3.4%, 5.6% and 12.13% with lacquer thinner con-

centrations of 10%, 20% and 30% (LT10, LT20, and LT30), respec-

tively, compared to pure gasoline. Similarly, CO emissions de-

creased by 1.09%, 2.18% and 3.56% for the same lacquer thinner 

concentrations [21]. Aydoğan performed a study to explore the in-

fluence of ethanol on the combustion, performance, and emission 

characteristics of a single-cylinder homogeneous charge compres-

sion ignition (HCCI) engine. The results demonstrated a reduction 

in HC emissions with the use of a fuel blend comprising 15% ethanol 

and 85% n-heptane [22]. Overall, fuel additives have the potential to 

enhance engine performance and mitigate unavoidable emissions, 

although they may slightly increase noise and NOx emissions. Addi-

tionally, blends containing biofuels have shown promise in reducing 

vibration and noise, making them attractive candidates for achieving 

cleaner and quieter engine operations. 

In recent years, extensive research has been conducted on fuel ad-

ditives with varied chemical compositions for use in IC engines. 

These studies focus on improving combustion efficiency and engine 

performance by employing fuel additives with high oxygen content. 

Among the chemicals being explored are benzoylthiourea and its de-

rivatives, which have garnered significant attention for their contri-

butions to advancements in medicinal and coordination chemistry 

[23–25]. Thiourea derivatives and their transition metal complexes 

exhibit a wide array of biological and medicinal properties, including 

antibacterial, antifungal, antiviral, and antitumor activities [26,27]. 

Numerous studies on the use of benzoylthiourea derivatives as 

fuel additives have been documented in the literature. While limited, 

research suggests that benzoylthiourea derivatives can enhance fuel 

properties in IC engines. Keskin et al. investigated the effects of add-

ing bis-(N,N-dimethyl-N'-2-chlorobenzoylthioureato) palladium (II) 

(PdL₂) and bis-(N,N-dimethyl-N'-2-chlorobenzoylthioureato) nickel 

(II) (NiL₂) complexes as metal-based additives to diesel fuel. The 

findings revealed that while PdL₂ and NiL₂ did not significantly alter 

the fundamental fuel properties, they reduced the pour point and in-

creased the flash point of the diesel. Emission reductions were sig-

nificant, with CO decreasing by 68.15%, NOx by 34.93%, and 
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smoke by 50.24%. Additionally, the brake-specific fuel consump-

tion (BSFC) decreased by approximately 7.75% [28]. In another 

study, Keskin et al. examined the impact of diesel-biodiesel blends 

containing palladium-based and acetylferrocene additives on engine 

performance and emissions. Bis-(N,N-dimethyl-N'-2-chlorobenzo-

ylthioureato) palladium (II) (PdL₂) was synthesized as a palladium-

based additive and added to the blended fuels at a concentration of 

25 ppm. The study assessed the additives' effects on emissions, per-

formance, and vibration. The results indicated that the viscosity, den-

sity, and pour point of the blended fuels increased, while the cetane 

number and calorific value decreased. Although the metal-based ad-

ditives did not significantly affect cylinder pressure, they substan-

tially reduced particulate matter (PM) and CO emissions by up to 

60.07% and 51.33%, respectively [29]. Gao et al. explored the ap-

plication of urea-thiourea complexation as a method to enhance the 

octane number of FCC gasoline by extracting n-alkanes. The addi-

tion of thiourea proved highly effective in isolating n-alkanes from 

FCC gasoline, markedly decreasing their concentration in the re-

maining liquid phase. Their findings highlighted the remarkable ef-

ficacy of the urea-thiourea complexation process in improving the 

octane quality of gasoline [30].  

Thiourea and its derivatives play a crucial role in the fields of 

medicine and healthcare. This study focuses on examining the ef-

fects of two specific compounds, N-((5-chloropyridin-2-yl)car-

bamothioyl)furan-2-carboxamide (HL1) and N-((2-chloropyridin-3-

yl)carbamothioyl)thiophene-2-carboxamide (HL2) on the noise and 

vibration levels of a gasoline-powered engine. These benzoylthiou-

rea derivatives and their complexes with cobalt(II), nickel(II), and 

copper(II) were synthesized following the method previously re-

ported by Yeşilkaynak et al. [31,32]. For experimental evaluation, 

the additives were dissolved in dichloromethane and blended with 

gasoline at concentrations of 25 ppm, 50 ppm and 100 ppm. The 

noise and vibration levels of the single-cylinder gasoline engine 

were then analyzed to determine the effects of these fuel additives. 

 

 
Figure 1. Experimental test setup 

 

2. Materials and Methods 

The experiments were performed on a single-cylinder, air-cooled, 

four-stroke gasoline engine to assess the impact of various fuel mix-

tures on engine noise and vibration. The engine was operated at a 

steady speed of 2500 rpm under varying load conditions, ranging 

from 0% to 100%. An engine dynamometer was employed to accu-

rately control and monitor the engine load throughout the testing pro-

cess. The experimental setup also incorporated systems for noise 

measurement and vibration analysis to record essential performance 

metrics. A schematic representation of the experimental setup is pro-

vided in Figure 1. 

Noise levels were measured using a calibrated sound level meter 

positioned 1 meter from the engine. The meter was configured to 

record in the A-weighted decibel (dBA) scale, which closely reflects 

the human ear's sensitivity to various frequencies. Measurements 

were taken at each load level, with data recorded every second and 

averaged over a 2-minute period. Vibration levels were assessed us-

ing a three-axis accelerometer mounted on the engine block. The ac-

celerometer was connected to a data acquisition system, recording 

vibration in terms of acceleration (m/s²). Measurements were taken 

along the X, Y, and Z axes to capture the engine's overall vibration 

behavior. The vibration data from all three axes were averaged to 

provide a single overall vibration level for each fuel mixture and load 

condition. The testing procedure for each fuel mixture was as fol-

lows: The engine was pre-warmed for 10 minutes using G fuel to 

stabilize operating conditions. Throughout the experiment, the en-

gine speed was maintained at a constant 2500 rpm. Fuel mixtures 

were tested under engine loads of 0%, 25%, 50%, 75%, and 100%. 

Noise and vibration levels were recorded after a 2-minute stabiliza-

tion period at each load level. To prevent cross-contamination be-

tween fuel mixtures, the engine was run on pure gasoline between 

tests. Each fuel mixture was tested three times to ensure the repeata-

bility and reliability of the results. Test engine properties are pro-

vided in Table 1.  

 
Table 1. Test engine specifications 

 

Brand&Model Honda GX200 

Bore x stroke (mm x mm) 68 x 54 

Cylinder volume (cm3) 196 

Number of cylinders 1 

Cooling type Air cooled 

Max. power (Hp, @3600 rpm) 6.5 

Max. torque (Nm, @2500 rpm) 13.24 

Compression ratio 8.5:1 

 

A series of fuel mixtures, detailed in Table 2, range from G, which 

serves as the baseline fuel, to various blends containing different ad-

ditive ratios. These blends were carefully prepared in the laboratory 

using precise volume measurements and thorough mixing to ensure 

uniform consistency. Initially, benzoylthiourea derivative additives 

(HL1: C₁₁H₈ClN₃O₂S and HL2: C₁₁H₈ClN₃OS₂) were dissolved in 5 

mL of DCM at a concentration of 25 ppm, 50 ppm and 100 ppm. 

The resulting solutions were then added to 1000 mL of G. DCM 

serves as a versatile solvent for dissolving a wide range of organic 

compounds in numerous chemical processes. It is produced through 

two primary methods: the hydrochlorination of methanol and the di-

rect chlorination of methane [33]. The chemical structures of HL1 

and HL2 are given in Figure 2 and Figure 3. 
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Table 2. Test fuel mixtures 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Chemical structure of N-((5-chloropyridin-2-yl)carbamothi-

oyl)furan-2-carboxamide (HL1) [31] 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Chemical structure of N-((2-chloropyridin-3-yl)carbamothi-
oyl) thiophene-2-carboxamide (HL2) [32] 

 

Table 3 provides an overview of the fuel properties of gasoline 

and DCM, including parameters such as density, lower heating value 

(LHV), viscosity, and other key characteristics essential for evaluat-

ing engine performance and emissions. These properties are crucial 

for analyzing overall fuel efficiency and effectiveness. 

Noise and vibration data were processed and analyzed to evaluate 

the impact of each fuel blend under varying load conditions. The av-

erage noise levels (measured in dBA) and vibration levels (measured 

in m/s²) for each blend were calculated and compared to those of 

pure gasoline. Full-load conditions were particularly emphasized as 

they provided the most pronounced insights into each blend's perfor-

mance in reducing or amplifying noise and vibration. Statistical anal-

yses were conducted to identify significant differences among the 

fuel blends. Uncertainties and ranges for measurement devices are 

presented in Table 4. 

 

Table 3. Physicochemical properties of the test fuels [33-35] 

 

Table 4. Uncertainties and ranges for the measurement devices 

 

3. Results and Discussions 
 

Figure 2 illustrates the noise levels produced by the engine, meas-

ured in dBA, for four different fuels and four different engine loads, 

including the no-load condition. Under the no-load condition, the 

noise level was measured at 91.24 dBA during engine tests using 

pure gasoline, whereas it increased to 91.61 dBA when DCM was 

added to the gasoline. For fuels with HL1 and HL2 additives (25 

ppm each) dissolved in DCM and blended with gasoline, the noise 

levels under no-load conditions were 92.62 dBA and 88.91 dBA, re-

spectively. This represents a 1.51% increase in noise level for the 

DCM+25 ppm HL1 blended fuel compared to pure gasoline, while 

the DCM+25 ppm HL2 blended fuel resulted in a 2.55% decrease in 

noise level. 

The noise level measured during the test with pure gasoline at 25% 

engine load was 92.05 dBA, rising to 98.24 dBA when the engine 

load increased to 100%. This indicates that pure gasoline generates 

significant noise, particularly under high-load conditions. Overall, 

all engine tests demonstrated an increase in noise levels as the engine 

load increased. This trend highlights a direct relationship between 

engine load and noise generation, with higher loads resulting in ele-

vated noise levels across all fuel blends. 

 

Test Fuels Mixing Ratios 

G 100% Gasoline (1000 mL) 

G+ DCM 100% Gasoline + 5 mL DCM  

G+ DCM + HL1 (25 ppm) 100% Gasoline + 5 mL DCM with HL1 
(25 ppm) 

G+ DCM + HL2 (25 ppm) 100% Gasoline + 5 mL DCM with HL2 
(25 ppm) 

G+ DCM + HL1 (50 ppm) 100% Gasoline + 5 mL DCM with HL1 
(50 ppm) 

G+ DCM + HL2 (50 ppm) 100% Gasoline + 5 mL DCM with HL2 
(50 ppm) 

G+ DCM + HL1 (100 ppm) 100% Gasoline + 5 mL DCM with HL1 
(100 ppm) 

G+ DCM + HL2 (100 ppm) 100% Gasoline + 5 mL DCM with HL2 
(100 ppm) 

Properties Gasoline DCM 

Chemical Formula C6-12H14-26 CH2Cl2 

Energy Content-LHV (MJ/kg) 43.594 13 

Flash Point (°C) -43 - 

Boiling Point (°C) 27-225 40 

Freezing Point (°C) -52 -95 

Density (kg/m3) 746 1330 

Viscosity (mPa.s) 0.4-0.8 0.413 

Autoignition Temperature (°C) 257 605 

Measurement Instrument Accuracy 
Uncertainty 

(%) 

Fuel Consumption 
Precision Scale 

(0.1 g) 
±0.1 g ±1% 

Exhaust Emissions Bilsa Emission CO: ±0.1%, ±2% 

Exhaust Emissions Bilsa Emission CO₂: ±0.1%, ±2% 

Exhaust Emissions Bilsa Emission NOx: ±5 ppm ±2% 

Exhaust Emissions Bilsa Emission HC: ±2 ppm ±2% 

Noise Levels PCE 322A ±0.1 dBA ±1.5% 

Vibration UNI-T UT315A ±0.01 m/s² ±1% 

Engine Load Dynamometer ±0.01 Nm ±1% 

Engine Speed Tachometer ±10 rpm ±0.5% 
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The DCM-blended fuel mixture resulted in a slight increase in 

noise levels compared to pure gasoline across all engine loads, in-

cluding the no-load condition. At full load, the noise level was 5.8% 

higher than at 25% load. This can be attributed to the slightly lower 

boiling point of DCM compared to gasoline. Additionally, DCM's 

higher density relative to gasoline is believed to cause a greater mass 

of the mixture to enter the cylinder, participating more actively in 

combustion reactions and intensifying the noise level due to the in-

creased reaction activity. 

Engine tests with the DCM + 25 ppm HL1 blended fuel recorded 

the highest noise levels across all engine loads and the no-load con-

dition compared to all other fuels tested. At 25% load, the noise level 

reached 93.5 dBA, while at 100% load, it peaked at 99.8 dBA—the 

highest value observed in all tests. The DCM + 25 ppm HL1 blend 

appears to significantly increase noise generation, particularly under 

high-load conditions, likely due to the more volatile nature of the 

fuel mixture. Conversely, engine tests with the DCM + 25 ppm HL2 

blended fuel recorded the lowest noise levels at all engine loads and 

the no-load condition compared to all fuels tested. At 100% load, the 

noise level was 95.8 dBA, while at 25% load, it dropped to 88.9 dBA, 

the lowest value recorded in all tests. 

The results indicate that the addition of DCM and DCM + 25 ppm 

HL1 to gasoline generally increases noise levels. While DCM 

caused a slight increase, the effect of DCM + 25 ppm HL1 was more 

pronounced, particularly at higher engine loads. At no load and 25% 

engine load, the differences in noise levels between the fuel blends 

were relatively minor, with all fuels producing comparable noise lev-

els. However, as engine load increased, the differences in noise lev-

els became more distinct, highlighting the critical role of fuel com-

position in noise generation under high-load conditions. The most 

notable finding from the noise level measurements is that the fuel 

blend containing DCM + 25 ppm HL2 additive produced signifi-

cantly lower noise levels across all load conditions compared to pure 

gasoline. This suggests that the DCM + 25 ppm HL2 blend promotes 

more stable combustion and slows the reaction rate and activation 

process. The additive's impact on the calorific value and activation 

energy of the mixture likely alters the combustion reactions and ox-

idation rate of the fuel. Consequently, the DCM + 25 ppm HL2 ad-

ditive is considered a promising option for applications where noise 

reduction is a critical requirement. 

Figure 3 illustrates the variation in engine vibration values for four 

different fuels and four engine loads, as well as the no-load condition. 

During the no-load engine test with pure gasoline, the vibration value 

was measured at 33.4 m/s², which increased to 34.1 m/s² when DCM 

was added to the gasoline. For fuels with HL1 and HL2 additives (25 

ppm each) dissolved in DCM and blended with gasoline, the no-load 

vibration values were measured at 42.6 m/s² for the DCM + 25 ppm 

HL1 fuel and 32.5 m/s² for the DCM + 25 ppm HL2 fuel. Compared 

to pure gasoline, the DCM + 25 ppm HL1 blend increased vibration 

by 27.54%, while the DCM + 25 ppm HL2 blend reduced vibration 

by 2.69%. 

The vibration values produced by the DCM-blended fuel mixture 

are slightly higher compared to pure gasoline across all engine loads 

and in the no-load condition. At full load, the vibration level is 

171.85% higher than at 25% load. This increase in vibration can be 

attributed to the high density, elevated auto-ignition temperature, and 

low energy content of DCM. The high auto-ignition temperature of 

DCM likely causes a delay in the combustion process, complicating 

the combustion conditions by adversely affecting the environment 

necessary for oxidation reactions within the combustion chamber. 

Additionally, DCM's higher density compared to gasoline may lead 

to a greater mass of the mixture being drawn into the cylinder. How-

ever, the high density may also reduce DCM's ability to form homo-

geneous mixtures with gasoline and air, potentially resulting in lo-

cally rich mixture zones within the combustion chamber. These lo-

calized zones may cause the gas temperature to rise unevenly in cer-

tain areas of the chamber, leading to sudden and rapid combustion, 

which contributes to increased vibration levels. Fuel additives influ-

ence the fuel mixture's chemical composition and alter the combus-

tion process's thermodynamic conditions, further impacting engine 

performance and vibration characteristics. 

 

 
Figure 2. Variation of noise for various test fuels at different load condi-

tions (25 ppm additive) 

 

Engine tests using the DCM + 25 ppm HL1 blended fuel recorded 

the highest vibration values across all engine loads and in the no-load 

condition compared to all other fuels tested. At 25% load, the vibra-

tion level reached 47.2 m/s², increasing to 94.5 m/s² at 100% load, the 

highest value observed in all tests. The presence of the DCM + 25 

ppm HL1 additive appears to affect the combustion process, leading 

to rapid combustion reactions. This suggests that the engine operates 

less stably with this blend than with pure gasoline. It is also antici-

pated that pressure fluctuations in the combustion chamber increase 

with this fuel additive during the combustion process, contributing to 

elevated vibration levels in the engine. In contrast, engine tests using 

the DCM + 25 ppm HL2 blended fuel measured the lowest vibration 

levels across all engine loads and in the no-load condition compared 

to all other fuels tested. At 100% load, the vibration level was 80.5 

m/s², decreasing to 32.5 m/s² at 25% load, the lowest value recorded 

in all tests. The DCM + 25 ppm HL2 additive is believed to promote 

more uniform and stable combustion. As the flame front progresses 

more smoothly and combustion remains consistent, vibration levels 

are thought to be reduced. 
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Figure 3. Variation of vibration for various test fuels at different load 

conditions (25 ppm additive) 

 

The noise levels for different fuel blends and engine loads are 

summarized in Figure 4. Based on the experimental results, noise 

levels increased with engine load for all fuel blends, reflecting the 

higher combustion pressures and mechanical stresses at higher loads. 

At 0% engine load, the lowest noise level was observed with pure 

gasoline at 91.15 dBA. The closest result to gasoline was recorded 

with LH2, which showed a slight increase of 0.23%, producing a 

noise level of 91.36 dBA. The highest noise level at 0% load was 

observed with LH1, reaching 95.31 dBA, which represented a 4.56% 

increase compared to gasoline. At 25% engine load, the noise level 

for gasoline was measured at 92.01 dBA. The addition of LH1 re-

sulted in the highest noise level at this load, reaching 96.26 dBA. On 

the other hand, LH2 produced a noise level of 93.09 dBA, which was 

closer to the value for gasoline. At 50% engine load, the lowest noise 

level was achieved with LH2, producing a value of 94.21 dBA, 

which represented a 1.15% reduction compared to gasoline. In con-

trast, the highest noise level at this load was recorded with LH1 at 

97.98 dBA. At 75% engine load, LH1 again resulted in the highest 

noise level, measuring 99.48 dBA. In comparison, LH2 produced 

the lowest noise level at 96.75 dBA. At 100% engine load, LH2 pro-

vided the lowest noise level of 96.69 dBA, which was a 1.51% re-

duction compared to gasoline at 98.18 dBA. The highest noise level 

at full load was recorded with LH1 at 99.35 dBA. Adding DCM to 

gasoline generally increased noise levels compared to pure gasoline. 

This increase can be attributed to the effects of DCM on combustion 

characteristics, such as increased knocking tendencies and changes 

in flame propagation. Combining DCM with LH1 further amplified 

noise levels, producing the highest values across all engine loads. 

This may be due to the impact of LH1 on octane rating and combus-

tion intensity. Conversely, adding LH2 reduced noise levels, partic-

ularly at 50% and above engine loads, where it consistently provided 

the lowest noise levels. This reduction can likely be attributed to 

LH2's superior knock resistance and stabilizing effects on combus-

tion. LH2 demonstrated its effectiveness in maintaining or reducing 

noise levels compared to gasoline, particularly under high-load con-

ditions. This makes LH2 a promising additive for quieter engine op-

eration. On the other hand, LH1's tendency to increase noise levels 

may limit its suitability for applications requiring low-noise opera-

tion. In summary, noise levels increased with engine load for all fuel 

blends. Adding DCM and LH1 contributed to higher noise levels, 

with LH1 causing the largest increases. In contrast, LH2 consistently 

reduced noise levels, particularly for 50% and above engine loads. 

At 100% load, LH2 achieved a 1.51% reduction in noise compared 

to gasoline. These findings highlight LH2's potential to improve en-

gine noise characteristics, particularly under higher load conditions, 

while LH1 may require further optimization to reduce its noise-in-

creasing effects. 

 

 
Figure 4. Variation of noise for various test fuels at different load condi-

tions (50 ppm additive) 

 

The vibration values of 50 ppm additives for different engine 

loads and fuel blends are presented in Figure 5. As engine load in-

creased, vibration levels generally increased for all fuel blends. This 

trend aligns with the expected behavior due to the higher mechanical 

and combustion stresses at higher loads. 

The lowest vibration level (33.4 m/s²) was observed at no-load 

conditions with gasoline. The closest result was obtained with a 50 

ppm addition of LH2 (33.78 m/s²), showing only a 1.14% increase 

compared to gasoline. The highest vibration level (38.3 m/s²) was 

recorded with LH1, resulting in a 14.67% increase compared to gas-

oline. Gasoline again exhibited the lowest vibration (39.29 m/s²), 

while the highest vibration (53.95 m/s²) was recorded with LH1 at 

25% engine load. LH1 caused a 37.32% increase compared to gaso-

line. At 50% load, The lowest vibration (48.68 m/s²) was observed 

with LH2, while the highest vibration (71.93 m/s²) was recorded 

with LH1. LH2 achieved a 24.64% improvement, whereas LH1 

caused an 11.34% deterioration compared to gasoline. The lowest 

vibration level (83.63 m/s²) was achieved with LH2, while the high-

est vibration (94.25 m/s²) occurred with LH1 at full load. The addi-

tion of DCM led to a general increase in vibration levels compared 

to gasoline due to its density and viscosity, which may influence 

combustion dynamics and increase the risk of knocking. 50 ppm 

LH1 further amplified vibration levels, particularly at lower engine 

loads, likely due to its effects on octane rating and combustion char-

acteristics. Conversely, LH2 demonstrated significant vibration re-

ductions at 50% and above engine loads. This reduction is likely due 
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to LH2's high knock resistance and its stabilizing effect on combus-

tion. The combination of DCM+50 ppm LH2 consistently resulted 

in reduced vibration levels at higher engine loads, making it a prom-

ising additive for mitigating engine vibrations in heavy-duty appli-

cations. The use of LH1, while beneficial for certain performance 

parameters, may require optimization to prevent excessive vibra-

tions, particularly at lower engine loads. LH2 shows potential for 

improving engine stability and reducing vibrations, especially in sce-

narios requiring high-load operation. DCM alone increases vibration 

levels due to its physical properties affecting combustion. DCM+50 

ppm LH1 exacerbates vibrations, particularly at low loads, due to its 

influence on octane and combustion dynamics. DCM+ 50 ppm LH2 

demonstrates the ability to reduce vibrations at higher loads, likely 

due to its superior knock resistance. 

 

 
Figure 5. Variation of vibration for various test fuels at different load 

conditions (50 ppm additive) 

 

The results for noise levels across different fuel blends and engine 

loads are shown in Figure 6. The measurements at loads ranging 

from 0% to 100% indicate noticeable variations among the fuel mix-

tures. Noise levels of G ranged from 91.15 dBA at 0% load to 98.18 

dBA at 100% load. A gradual increase in noise levels is observed 

with the increasing engine load, consistent with expectations due to 

higher combustion pressures and mechanical stresses. Noise levels 

of G+DCM were slightly higher than the baseline, ranging from 

91.64 dBA at 0% load to 98.52 dBA at 100% load. The inclusion of 

DCM resulted in a marginal increase in noise, likely due to its lower 

energy content and differing combustion characteristics compared to 

pure gasoline. Adding 100 ppm, LH1 led to noise levels slightly 

higher than G+DCM, ranging from 91.83 dBA at 0% load to 100.99 

dBA at 100% load. The increase in noise could be attributed to the 

chemical properties of LH1, which may alter the combustion process 

and result in increased acoustic emissions. LH2 showed the highest 

noise levels among all mixtures, ranging from 92.03 dBA at 0% load 

to 99.19 dBA at 100% load. The higher noise levels may indicate 

that LH2 affects the combustion process differently than HL1, pos-

sibly leading to more intense pressure fluctuations within the engine 

cylinder. For all fuel blends, noise levels increased with engine load, 

reflecting the impact of higher thermal and mechanical loads on 

noise generation. The rate of noise increase appeared more pro-

nounced for LH1 and LH2 blends compared to the baseline and 

DCM blends, suggesting that the additives amplify noise at higher 

loads. While DCM alone had a negligible effect on noise levels, the 

combination of DCM with LH1 and LH2 caused noticeable in-

creases in noise, particularly under full-load conditions. LH2 con-

sistently produced higher noise levels than HL1 at all load conditions, 

suggesting that its combustion characteristics may differ signifi-

cantly. Overall, while the 100 ppm addition of LH1 and LH2 resulted 

in increased noise levels, particularly at higher engine loads, these 

changes need to be weighed against potential fuel efficiency and 

emissions benefits. 

 
Figure 6. Variation of noise for various test fuels at different load condi-

tions (100 ppm additive) 

 

The vibration levels for the different fuel mixtures and engine 

loads are shown in Figure 7. Measurements, expressed in terms of 

acceleration (m/s²), were recorded at loads ranging from 0% to 100%. 

Vibration levels increased from 33.40 m/s² at 0% load to 87.50 m/s² 

at 100% load for Gasoline. The steady increase in vibration with en-

gine load reflects typical engine behavior, where higher loads induce 

greater mechanical forces and dynamic imbalances. Vibration levels 

for G+DCM were slightly higher than the baseline, ranging from 

34.05 m/s² at 0% load to 92.67 m/s² at 100% load. The addition of 

DCM marginally altered the engine's combustion characteristics, 

leading to slightly higher vibrations across all load conditions. The 

addition of LH1 at 100 ppm resulted in higher vibration levels at 

lower loads (e.g., 41.2 m/s² at 0%) but comparable levels to G+DCM 

at full load (87.4 m/s² at 100% load). The sharp increase in vibration 

at lower loads suggests that LH1 affects combustion stability, poten-

tially introducing uneven forces during operation. LH2 showed dis-

tinct behavior, with vibration levels ranging from 39.53 m/s² at 0% 

load to 85.51 m/s² at 100% load. Notably, LH2 exhibited lower vi-

bration levels than both G and G+DCM at higher loads (e.g., 85.51 

m/s² vs. 87.5 m/s² for G at 100% load), indicating a stabilizing effect 

under high-load conditions. Across all fuel blends, vibration levels 

increased with engine load due to greater mechanical stresses and 

dynamic forces. While the additives caused variations in vibration 

levels, the overall trends were consistent across all blends. LH1 re-

sulted in the highest increase in vibration at lower loads, possibly 

due to its impact on combustion dynamics. LH2 demonstrated a sta-

bilizing effect at higher loads, reducing vibrations compared to the 

baseline fuel. DCM increased vibration levels slightly compared to 
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pure gasoline, likely due to its lower energy content and its effect on 

combustion efficiency. Vibration levels across all fuels showed a 

predictable increase with load, emphasizing the influence of me-

chanical stresses and combustion pressure fluctuations. The in-

creased vibration levels at lower loads with LH1 suggest potential 

issues with combustion stability, which may require further optimi-

zation of additive concentration. The lower vibration levels at higher 

loads with LH2 highlight its potential as a stabilizing agent for en-

gines operating under heavy-duty conditions. Higher vibrations can 

impact engine durability and user comfort, so balancing additive 

benefits with potential drawbacks is crucial. 
 

 

 
Figure 7. Variation of vibration for various test fuels at different load con-

ditions (100 ppm additive) 

 

4. Conclusions 

The experimental results provide a detailed analysis of the effects 

of DCM and benzoylthiourea derivatives (LH1 and LH2) at concen-

trations of 25 ppm, 50 ppm, and 100 ppm on engine noise levels. 

Based on the data provided, key conclusions, including percentage 

improvements and deteriorations compared to pure gasoline, are as 

follows: 

 Adding DCM to gasoline caused slight increases in noise levels 

across all engine loads. At no load, the noise increased by 0.53% 

compared to gasoline, while at 100% load, it increased by 0.34%. 

These increases are likely due to DCM's lower energy content 

and higher density, leading to altered combustion dynamics. 

 Adding DCM+LH1 25 ppm, Noise levels increased by 1.62% at no 

load and 1.65% at 100% load compared to gasoline. In addition to 

DCM+LH1 50 ppm, Noise levels rose by 4.55% at no load and 1.19% 

at 100% load compared to gasoline. In addition to DCM+LH1, 100 

ppm LH1 caused the most significant increases in noise levels. 

Noise levels increased by 6.77% at no load and 2.87% at 100% load 

compared to gasoline. The results indicate that LH1 consistently in-

creases noise levels, intensifying the effects at higher concentrations. 

The volatile nature of LH1 and its impact on combustion dynamics 

likely contribute to these increases. 

 Adding DCM+LH2 25 ppm noise levels decreased by 2.77% at no-

load and 2.47% at 100% load compared to gasoline. At DCM + 

LH2 50 ppm, LH2 continued to reduce noise but with slightly less 

impact. Noise levels decreased by 0.21% at no-load and 1.51% at 

100% load compared to gasoline. At 100 ppm, HL2 provided the 

best performance: Noise levels decreased by 0.78% at no load and 

1.98% at 100% load compared to gasoline. These results highlight 

that HL2 is an effective additive for reducing noise levels, particu-

larly at 25 ppm and 100 ppm concentrations. Its high knock re-

sistance and ability to stabilize combustion contribute to its noise-

reducing effects. 

 DCM alone causes slight increases in noise levels and has minimal 

effect compared to LH1 additives. LH1 consistently increases noise 

levels, making it less desirable for noise-sensitive applications. Its 

effects worsen at higher concentrations, suggesting a need for opti-

mization. LH2, particularly at 25 ppm and 50 ppm, significantly re-

duces noise levels compared to gasoline at high loads, making it the 

most promising additive for reducing engine noise.  

The impact of benzoylthiourea additives on engine noise and vibra-

tion remains under investigation. Analyzing the effects of these addi-

tives on gasoline and diesel engines, particularly at varying concentra-

tions, could provide valuable contributions to the existing body of liter-

ature. 
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ABSTRACT 
 
Achieving precise velocity control in ICEs is crucial for optimizing performance, fuel efficiency, and reducing emissions. 

However, the nonlinear dynamics and uncertainties inherent in ICE systems pose significant challenges for conventional control 

methods. In this paper, we propose an adaptive approach integrating a Proportional-Integral-Derivative (PID) controller with 

Radial Basis Function Neural Networks (RBFNN) to address these challenges effectively. The proposed controller architecture 

comprises two main components: a RBFNN designed to estimate modeling uncertainties, such as unknown friction and external 

disturbances impacting the ICE structure, and a primary PID controller responsible for regulating velocity. The RBFNN serves 

as a dynamic estimator, continuously learning and adapting to variations in system dynamics, thereby enhancing the controller's 

robustness and adaptability. By accurately capturing the nonlinearities and uncertainties inherent in ICEs, the RBFNN contributes 

to improved control performance and stability. To validate the efficacy of the proposed approach, extensive numerical simulations 

are conducted using MATLAB Simulink. The simulations involve various operating conditions and scenarios to comprehensively 

evaluate the controller's performance. Additionally, the proposed methodology is compared against conventional PID methods 

documented in the literature to assess its superiority in terms of robustness, tracking accuracy, and disturbance rejection. The 

results demonstrate that the adaptive PID controller utilizing RBFNNs outperforms traditional PID approaches, exhibiting supe-

rior velocity regulation and disturbance rejection capabilities. Moreover, the proposed methodology showcases promising poten-

tial for real-world implementation in ICE-based systems, offering enhanced control performance and efficiency. Overall, this 

study contributes to advancing the field of control engineering by introducing a novel adaptive control strategy tailored specifi-

cally for velocity control in internal combustion engines, leveraging the capabilities of RBFNNs to mitigate uncertainties and 

improve overall system performance. 
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1. Introduction 

The internal combustion engine (ICE) stands as a pinnacle of 

modern engineering, revolutionizing transportation, and power gen-

eration since its inception [1-3]. It represents a marvel of human in-

novation, converting the chemical energy stored in fossil fuels into 

mechanical energy through controlled combustion within a confined 

space. Among the various types of internal combustion engines, the 

four-stroke internal combustion engine emerges as a cornerstone in 

automotive and industrial applications, owing to its efficiency, reli-

ability, and versatility. 

Four-stroke internal combustion engines operate on a systematic 

cycle of intake, compression, power, and exhaust strokes, each me-

ticulously orchestrated to harness energy from fuel and propel ma-

chinery forward. This cyclic process not only ensures optimal power 

output but also minimizes waste and environmental impact com-

pared to alternative engine designs. 

Four-stroke internal combustion engines are predominant choices 

in the field of conventional and hybrid vehicles due to their superior 

energy efficiency compared to two-stroke engines [1-3]. This pref-

erence stems from multiple factors, including the fact that a four-
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stroke engine generates power only once every two revolutions, re-

sulting in lower fuel consumption compared to two-stroke engines, 

which require one revolution for a complete power stroke. This fun-

damental difference in how four-stroke and two-stroke engines gen-

erate power has significant implications in terms of fuel economy 

and emission reduction. 

Four-stroke engines also offer the additional advantage of produc-

ing fewer emissions and providing a more constant torque than their 

two-stroke counterparts. This is attributable to the more complex de-

sign of four-stroke engines, which allows them to optimize the com-

bustion process and minimize energy losses. 

Regarding spark ignition (SI) engines, they primarily operate on 

gasoline, although they can also use ethanol as an alternative fuel, 

making them more energy versatile. The main components of SI en-

gines include the intake and exhaust manifold, intake and exhaust 

valves, spark plug, piston, coolant, cylinder, crankcase, connecting 

rod, and crankshaft. Each component plays a crucial role in the over-

all operation of the engine, contributing to its performance and effi-

ciency. 

In this study, we extend the scope of conventional internal com-

bustion engine technology by adapting it for hydrogen fuel utiliza-

tion. Hydrogen, as a clean and sustainable energy carrier, offers a 

compelling alternative to fossil fuels, enabling combustion with zero 

carbon emissions. Unlike traditional hydrocarbon-based fuels, hy-

drogen combustion primarily produces water vapor, significantly re-

ducing greenhouse gas emissions and contributing to environmental 

sustainability. The adaptation of internal combustion engines to hy-

drogen fuel presents unique challenges, including optimizing fuel in-

jection strategies, mitigating pre-ignition risks, and ensuring effi-

cient combustion dynamics. By leveraging advanced control meth-

odologies, we aim to develop an adaptive speed control system tai-

lored for hydrogen-powered ICEs, enhancing their performance, sta-

bility, and efficiency. This transition toward hydrogen-based internal 

combustion engines aligns with global efforts to decarbonize trans-

portation and industrial applications while preserving the advantages 

of well-established ICE technology. 

Motivated by its widely used in many applications, the study of 

controlling this motor. The design of speed controller for internal 

combustion engines (ICE) has garnered much attention in the auto-

mation community due to its crucial role in improving engine per-

formance and efficiency. In recent studies [4-5], researchers have fo-

cused on implementing PID controllers specifically tailored to con-

trol the speed of ICEs. These controllers offer a robust and versatile 

solution to maintain desired speeds under various operating condi-

tions, thereby contributing to enhancing engine operation and energy 

efficiency. 

In another notable initiative [6], a sophisticated control system de-

signed for engine speed and torque, using a linear quadratic regulator 

(LQR) approach, was introduced. This system employs first-order 

transfer functions with delay, demonstrating successful implementa-

tion and validation across the operational spectrum of both diesel and 

spark ignition engine dynamometer sets [7]. The use of LQR meth-

odology underscores the importance of advanced control techniques 

in optimizing engine performance and ensuring smooth operation 

under diverse load conditions. 

Furthermore, the application of Model Predictive Control (MPC) 

has proven to be a promising avenue for enhancing the accuracy and 

adaptability of speed control systems for ICE [8-10]. In [11] an adap-

tive sliding mode controller is proposed for controlling the air-fuel 

ratio of an ICE. Moreover, in a recent breakthrough [12], deep learn-

ing methodologies were integrated into the MPC controller design 

process, demonstrating the potential of innovative techniques in op-

timizing engine performance and efficiency. Additionally, the explo-

ration of Secure Deep Reinforcement Learning (SDRL) in [13] high-

lights ongoing efforts to develop robust and reliable control strate-

gies capable of ensuring both optimal performance and operational 

safety of ICE operations. These diverse approaches collectively con-

tribute to advancing the state of the art in speed control systems for 

internal combustion engines, offering insights and innovative solu-

tions to optimize engine performance and enhance overall opera-

tional efficiency. 

Motivated by these works, in this paper, one shall propose another 

approach using the advantage of radial basic functional neural net-

work for design an adaptive PID controller for speed control of an 

ICE. 

2. Dynamic model of an H2-ICE 

The key components of internal combustion engines can be ana-

lyzed to enhance understanding of their operation and interrelation. 

This deepens the knowledge base of engineers and researchers, pav-

ing the way for technological advancements and improvements in 

engine design and energy efficiency. To simplify the control design 

process, the dynamic model of an internal combustion engine (ICE) 

can be divided into two sub-dynamic models. First, the combustion 

dynamics, which include all the equations describing processes from 

air and fuel intake via the environment and fuel injectors to the com-

bustion process. This process generates engine torque, which drives 

the crankshaft. Second, the crankshaft dynamic model, where the en-

gine torque serves as an input for rotating the crankshaft. This rota-

tion represents the motion of the ICE, with engine speed correspond-

ing to the rotation speed of the crankshaft. 

 

2.1. Combustion Dynamic Model 

The combustion model starts by taking the air from the environ-

ment to send to the chamber, this controls the amount of air flowing 

into the engine in response to the driver's accelerator pedal action. 

The mass flow rate (𝑚̇𝑎𝑖𝑟) is determined as following Eq. (1) [14]: 

 

𝑚̇𝑎𝑖𝑟 =
𝐴𝑒𝑓𝑓𝑃𝑢𝑝𝑠𝑡𝑟

√𝑅𝑇𝑢𝑝𝑠𝑡𝑟
𝛹(𝑃𝑟𝑎𝑡𝑖𝑜) (1)  

Where 𝑃𝑟𝑎𝑡𝑖𝑜is the ratio of downstream pressure (𝑃𝑑𝑜𝑤𝑠𝑡𝑟) and up-

stream pressure (𝑃𝑢𝑝𝑠𝑡𝑟). 
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Figure 1. Charging Efficiency Coefficient [20]. 
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(2)  

Where 𝑃𝑢𝑝𝑠𝑡𝑟 = 𝑃𝑎𝑏𝑡 = 101325 Pa  is the ambient pressure. 

Ψ(𝑃𝑟𝑎𝑡𝑖𝑜) is the based follow correlation and is the function of 

𝑃𝑟𝑎𝑡𝑖𝑜 calculates the based on the different conditions of flow. 

𝑃𝑟𝑎𝑡𝑖𝑜 =
𝑃𝑑𝑜𝑤𝑠𝑡𝑟
𝑃𝑢𝑝𝑠𝑡𝑟

 (3)  

 Where 𝑃𝑙𝑖𝑚 is the pressure ratio limitation, 𝛾 = 1.4 is the ratio 

of specific heats  

𝐴𝑒𝑓𝑓 is the effect area, and is calculated as follows: 

𝐴𝑒𝑓𝑓  =
𝜋

4
𝐷𝑡ℎ𝑟

2𝐶𝑡ℎ𝑟(𝜃𝑡ℎ𝑟)  (4)  

𝜃𝑡ℎ𝑟 = Θ𝑐𝑡_𝑡ℎ𝑟
90

100
 

(5)  

 

Where 𝜃𝑡ℎ𝑟  is the open angle of the throttle valve(in degree), 

Θ𝑐𝑡_𝑡ℎ𝑟  is the percentage of throttle body that open, 𝐷𝑡ℎ𝑟  is the 

throttle diameter at opening, 𝐶𝑡ℎ𝑟(𝜃𝑡ℎ𝑟)is the discharge coefficient.  

To calculate the fuel flow in the hydrogen (H2) internal combustion 

engine, one utilizes the characteristics of the fuel injector along with 

the fuel injector pulse-width. The model for fuel flow is expressed 

as: 

𝑚̇𝑓𝑢𝑒𝑙 =
𝑁𝑆𝑖𝑛𝑗𝑃𝑤𝑖𝑛𝑗𝑁𝑐𝑦𝑙

𝑐𝑝𝑠1000 ∗ 60
  

(6)  

Where N represents engine speed in rpm, 𝑆𝑖𝑛𝑗 denotes the fuel 

injector slope, 𝑁𝑐𝑦𝑙 signifies the number of engine cylinders, 

𝑐𝑝𝑠 stands for the crankshaft revolutions per power stroke. 

In the SI engine the indicated torque means that the torque or power 

of the engine is evaluated in the scope of thermodynamics (pressure 

and volume of cylinder), not including any mechanical losses in the 

whole power development and transmission process conceptually il-

lustrates pressure variation in a cylinder along with crankshaft rota-

tion angle. This torque is calculated as follows [11]: 

𝜏𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 =
𝑃𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 ∗ 60

2𝜋𝑁
 

(7)  

Where 𝑃𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 is the indicated power and can be calculated as: 

𝑃𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 = 𝑚̇𝑓𝑢𝑒𝑙 ∗ 𝐿𝐻𝑉𝜂𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 (8)  

Where 𝜂𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑 is the engine indicated load efficiency as well 

as a function of engine speed (N) and indicated torque (𝜏𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑) as 

depicted in Figure 1 

2.2. Crankshaft Model 

The Crankshaft model demonstrates the indicated torque gener-

ated by the combustion reaction inside the chamber acts on the 

crankshaft, which then case the movement of crankshaft, hence gen-

erate the rotation movement of ICE.  This relation is described as 

in the following equation:  

 

𝜔̇(𝑡) = −𝐽−1𝑆(𝜔)𝐽𝜔 + 𝐽−1(𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 + 𝜏𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑖𝑒𝑠) (9)  

Where 𝜔 is the rotation rate of the ICE, 𝐽 is the crankshaft’s 

moment of initial, 𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙  is the indicated torque, 𝜏𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑖𝑒𝑠 
is the unknown factor such as friction, engine load. 

Because the crankshaft rotate in single axe, then we have 

−𝐽−1𝑆(𝜔)𝐽𝜔 = 0, now set Γ = 𝐽−1𝜏𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑖𝑒𝑠 , then we have 

the new dynamic equation of ICE is as:  

𝜔̇(𝑡) = 𝐽−1𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 + Γ (10)  

3. Controller Design 

In the previous section, we have developed the model of ICE H2 

as well as its mathematical model. In this section, we shall focus on 

develop a controller for controlling the velocity of the ICE using Fuel 

injector pulse-width and Throttle valve’s angle as control input. 

Unlike the direct control scheme, using injector pulse-width and 

Throttle valve’s angle as control input require a cascade control 

structure to control the velocity of ICE.  

The controller structure is given in Figure. 2. The controller con-

sist of two controllers, namely Inner loop controller and outer loop 

controller. The outer loop controller will be in charge of calculating 

the needed torque for controlling the velocity of ICE, this value then 

will be considered as desired value for the inner loop controller. The 

inner controller then uses the calculated torque valued given by the 

outer controller to calculate the needed injector pulse-width 

(𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑣𝑎𝑙𝑢𝑒) and Throttle valve’s angle for obtaining the de-

sired torque. It is worth noting that, using the cascade structure re-

quires the inner controller loop responses faster than the outer con-

trol loop.
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Figure 2. Control structure of ICE velocity controller. 

 

 

Figure 3. RBF neural network structure. 

 

3.1. Outer loop controller 

The objective of the outer controller to calculate the request torque 

based on the desired rotation velocity of the crankshaft. 

Now let us define the controller tracking error as following: 

𝑒 = 𝜔𝑑𝑒𝑠𝑖𝑟𝑒𝑑 −𝜔 (11)  

From (10,11) one gets:  

𝐽𝑒̇ = −𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 − 𝐽Γ + 𝐽𝜔̇𝑑𝑒𝑠𝑖𝑟𝑒𝑑 (12)  

Let’s define now 𝛿 = −𝐽Γ + 𝐽𝜔̇𝑑𝑒𝑠𝑖𝑟𝑒𝑑 then (12) can be rewrit-

ten as follow:  

𝐽𝑒̇ = −𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 + 𝛿 (13)  

Remark 1: Taking into account that the function δ is unknown, 

the control input τcontrol cannot be derived directly from (13).  To 

overcome this drawback, an artificial neural network using RBFNN 

will be employed to estimate the unknown function δ. 
For this sake, we propose to use the RBF neural network for esti-

mating the value of 𝛿 (𝛿̇), The model of this neural network is 

given in Figure 4.  

 

The RBFNN structure consists of three layers, namely the input, 

the output, and the hidden layer.  

 Input Layer: The input to the network is the error signal, 

denoted as e. This signal is propagated to the hidden 

layer. 

 Hidden Layer: The hidden layer contains n radial basis 

neurons, each corresponding to a radial basis function 

(RBF). These neurons compute the response to the input 

using a Gaussian activation function, which is defined as:  

 

𝜇𝑖(𝑒) = 𝑒𝑥𝑝 (−
‖𝑒 − 𝑟𝑖‖

𝜂𝑖
) 

(14)  

where 𝑟𝑖 is the center of the radial basis function for neuron i, and 

𝜂𝑖 is the width of the Gaussian function. The output of the hidden 

layer can be represented as: 

𝜇(𝑒) = [𝜇1(𝑒) ⋯ 𝜇𝑛(𝑒)]
𝑇 (15)  

 Output Layer: The output layer produces the final output 

𝛿, which is a weighted sum of the hidden layer activa-

tions, plus an approximation error term 𝑒𝑟𝑏𝑓 . Mathe-

matically, this is expressed as: 

𝛿 =  𝑊𝜇(𝑒)  + 𝑒𝑟𝑏𝑓 (16)  

Where W is the ideal weigh matrix and 𝑒𝑟𝑏𝑓 is the approxima-

tion error. Based on the neural network theory, since the number of 

nodes is chosen suitable, this approximation error will be bounded. 

However, the ideal weigh matric (W) is unknown, therefore, for cal-

culating the estimation of Γ one needs to estimate the value of W, 

this estimation is given as 𝑊̂, Hence the estimation of 𝛿 is given 

as:  

𝛿 = 𝑊̂𝜇(𝑒) (17)  

Based on this estimation, we propose the Robust controller using 

the Lyapunov theorem as follows:  
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𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙 = 𝐾1𝑒 + 𝐾2 ∫ 𝑒𝑑𝑡 + 𝐾3𝑠𝑖𝑔𝑛(𝑒) + 𝛿 (18)  

Assumption 1: The function 𝛿 is smooth and bounded. 

Assumption 2: The neural network estimation error 𝑒𝑟𝑏𝑓 is as-

sumed to be small, unknown, and bounded by the following bounds: 

∃𝜖𝑒𝑟𝑏𝑓 ≪,∈ ℝ
+, 𝑚𝑎𝑥

𝑡≥0
‖𝑒𝑟𝑏𝑓‖ ≤ 𝜖𝑒𝑟𝑏𝑓 (19)  

Theorem 1: Consider the system (10) under the assumption 1,2. If 

the controller gains are design such as: 

𝐾1, 𝐾2 > 0; 𝐾3 > 𝜖𝑒𝑟𝑏𝑓 (20)  

And the estimation of weight matrix is designed such as:  

𝑊̇̂ = 𝜇(𝑒)𝑒 (21)  

Then the stability of the controller will be ensured, which lead to 

the tracking control error 𝑒 will converge to zero exponentially. 

Remark 2: This approach separates all unidentified factors and 

model parameters from the control signal, enabling us to develop the 

controller independently. A similar technique is described in [15]. 

It's important to mention that besides employing Neural Networks 

(NN) for handling unknown factors, another commonly utilized 

method involves using observers to estimate these unknown factors, 

as explained in [16-19]. 

Remark 3: The controller suggested in this study, as shown in Eq. 

(18) and Eq. (21), operates regardless of the model parameters. Con-

sequently, it can be applied to various systems beyond just Internal 

Combustion Engine (ICE) systems.  

The proof of this theorem will be given in the following equations. 

Let us define 𝑊̃ = 𝑊 − 𝑊̂ and 𝛿 = 𝛿 − 𝛿, from Eq. (17) and Eq. 

(18) one gets:  

𝛿 = 𝑊̃𝜇(𝑒) + 𝑒𝑟𝑏𝑓 (22)  

Consider the follows Lyapunov function: 

𝑉 =
1

2
𝐽𝑒2 +

1

2
𝐾2 (∫𝑒𝑑𝑡)

2

+
1

2
𝑡𝑟(𝑊̃𝑇𝑊̃) 

(23)  

From Eq. (13), Eq. (18), Eq. (21), Eq. (26) one gets: 

𝑉̇ = 𝑒 (−𝐾1𝑒 − 𝐾2∫𝑒𝑑𝑡 − 𝐾3𝑠𝑖𝑔𝑛(𝑒) + 𝛿 − 𝛿)

+ 𝐾2𝑒∫𝑒𝑑𝑡 −  𝑡𝑟 (𝑊̃
𝑇𝑊̇̂) 

    = 𝑒 (−𝐾1𝑒 − 𝐾2∫𝑒𝑑𝑡 − 𝐾3𝑠𝑖𝑔𝑛(𝑒) + 𝑊̃𝜇(𝑒)

+ 𝑒𝑟𝑏𝑓) + 𝐾2𝑒∫𝑒𝑑𝑡

−  𝑡𝑟(𝑊̃𝑇𝜇(𝑒)𝑒) 

(24)  

Taking into account the fact that 𝑒𝑊̃𝜇(𝑒) −  𝑡𝑟(𝑊̃𝑇𝜇(𝑒)𝑒) =
0. From (19) and (20) one gets: 𝑒 (𝑒𝑟𝑏𝑓 − 𝐾3𝑠𝑖𝑔𝑛(𝑒)) ≤ 0. Hence, 

one can derive: 

𝑉̇ ≤ −𝐾1𝑒
2 ≤ 0 (25)  

3.2. Inner loop controller (Torque controller) 

Based on the Eq. (6) to Eq. (8) we can derive the desired fuel mass 

flow rate as follows:  

𝑚̇𝑓𝑢𝑒𝑙 =
𝜏𝑐𝑜𝑛𝑡𝑟𝑜𝑙2𝜋𝑁

60𝐿𝐻𝑉𝜂𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑑
 

(26)  

Based on Eq. (7), we can then determine the desired air mass flow 

rate as follows: 

𝑚̇𝑎𝑖𝑟 = 𝑚̇𝑓𝑢𝑒𝑙𝐴𝐹𝑅 (27)  

Then the desired effect area is determined based on Eq. (2) as fol-

lows:  

𝐴𝑒𝑓𝑓 =
𝑚̇𝑎𝑖𝑟√𝑅𝑇𝑢𝑝𝑠𝑡𝑟

𝑃𝑢𝑝𝑠𝑡𝑟𝛹(𝑃𝑟𝑎𝑡𝑖𝑜)
 

(28)  

Hence, based on Eq.(6), the desired open angle of throttle valve is 

given as:  

𝜃𝑡ℎ𝑟=𝐶𝑡ℎ𝑟
−1 (

4𝐴𝑒𝑓𝑓

𝜋𝐷𝑡ℎ𝑟
2) (29)  

4. Results and Discussion 

In this section, a simulation validation of our proposed controller 

will be carried out using MATLAB Simulink. The main goal of 

these simulations is to demonstrate the effectiveness of our con-

troller in terms of handling the effect of the external unknown dis-

turbances as well as the parametric uncertainties which may affect 

outer loop model. Then a comparison with the classic PID con-

troller is considered The parameters of ICE using in this simula-

tion is given in Table 1.  

Table 1. Parameter of ICE. 

Parameters Values Units 

𝑇𝑢𝑝𝑠𝑡𝑟 300 K 

𝑃𝑢𝑝𝑠𝑡𝑟 101325 Pa 

𝑅 287 J/(kg*K) 

𝛾 1.4 - 

𝐷𝑡ℎ𝑟 50 mm 

𝑆𝑖𝑛𝑗  6.4516 mg/ms 

𝐿𝐻𝑉 47300000 J/kg 

𝑁𝑐𝑦𝑙 4 - 

𝑐𝑝𝑠 2 rev/stroke 

 

4.1. PID controller design 

 

To design the PI controller for controlling the crankshaft dynam-

ics, as governed by Eq. (10), we utilized pidtune provided by 

MATLAB. This tool facilitated the automatic tuning of the PI con-

troller parameters, providing an optimized response for the system. 

Through this process, we ensured that the PI controller achieved 

the desired balance between stability, response time, and error 

minimization for the crankshaft control. The results PID tuner tool 
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gives the following results for the PI controller (Kp = K1 =
6.666,  Ki = K2 = 1.167). 

 

 

Figure 4. Torque control diagram. 

 

4.2. Simulation results 

 

The objective of this study is to analyze the speed tracking perfor-

mance of the proposed controller in comparison to a conventional 

PID controller, particularly under the influence of disturbances. A 

combination of step and sinusoidal reference signal (Figure 5) 

were selected to evaluate the controller's performance across var-

ious dynamic conditions. The step signal simulates a sudden 

change in system demands, reflecting typical scenarios in real-

world engine control systems where abrupt shifts in load or speed 

occur. In contrast, the sinusoidal component tests the controller's 

ability to track a continuously varying signal, mimicking situa-

tions where engine speed gradually fluctuates, such as during ac-

celeration and deceleration cycles. This input aims to assess the 

system's robustness and adaptability under both steady-state and 

transient operating conditions. The engine's performance is eval-

uated under conditions of friction and external disturbances. Spe-

cifically, the friction effects impacting the engine are depicted in 

Figure 6, while the external disturbances, including factors such 

as environmental variations and load changes, are shown in Figure 

7. These figures represent the challenges the controllers must 

overcome to maintain accurate speed tracking. The study aims to 

demonstrate the effectiveness of the proposed controller in man-

aging these disturbances, ensuring superior speed tracking perfor-

mance when compared to the traditional PID controller. 

 

 

Figure 5. Desired value for controller design. 

 

 

Figure 6. The friction affected to the system (10) during the simulation. 

 

The tracking control performances of both the PID and the PID 

RBFNN, proposed in this study, are showcased in Figures 8 and 9. 

These figures demonstrate that all proposed controllers successfully 

fulfill the trajectory tracking task. However, a noticeable disparity 

emerges in the effectiveness between the PID and the proposed 

method. Specifically, the results from the PID exhibit less efficiency 

compared to the proposed approach. It becomes evident that the con-

troller suggested in this study enables the maintenance of the ICE at 

the desired speed with a relatively minimal tracking error. This ob-

servation underscores the superior performance of the proposed 

method in ensuring precise speed control, highlighting its potential 

for enhancing operational stability and efficiency within the ICE sys-

tem. 

 

 
 

Figure 7: The external disturbance torque affected to the system (10)   

during the simulation. 

 

 

Figure 8: Simulation results for velocity tracking using RBFNN PID    

controller. 
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Figure 9. Simulation results for velocity tracking using classical PID   

controller. 

Figure 10 illustrates the output torque of the Internal Combustion 

Engine (ICE) compared to its desired value derived from equation 

(18). This depiction showcases the effectiveness of our method in 

achieving precise torque control, ensuring consistency and accuracy 

in torque regulation. The close alignment between actual and desired 

torque values signifies the method's robustness. This precise torque 

control facilitates smooth speed tracking within the ICE system, en-

hancing operational efficiency and performance stability. Thus, Fig-

ure 10 serves as visual evidence of our method's ability to regulate 

torque output effectively, leading to improved speed tracking and 

overall system performance in ICE applications. 

 

 

Figure 10. Engine torque and its desired value using RBFNN PID     

controller. 

 

5. Conclusions 

This paper proposed an adaptive controller for speed control on 

an ICE subject to bounded disturbances, model uncertainties and un-

known parameters. The controller law is designed based on the PID 

technique. The unknown part is estimated using adaptive neural net-

work using radius basic functional technique. The relevance of our 

proposed method, in terms of compensating the effects resulting 

from the disturbance, model uncertainties and unknown parameters, 

have been demonstrated through simulation results performed on the 

ICE system. To show the performance of our proposed observer, a 

comparison with the classic PID controller is conducted.  
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