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View Factor Calculations Between Triangular Surfaces  

 

Yanan Camaraza-Medina1* , Abel Hernandez-Guerrero1 , Jose L. Luviano-Ortiz1  

 
1Department of Mechanical Engineering, University of Guanajuato, Guanajuato, Mexico  
 

ABSTRACT 
 
In radiative heat transfer calculations, to determine the view factor between surfaces is crucial. Currently, the available technical 

literature on the subject lacks an analytical expression for estimating the view factor for combinations of triangular surfaces. An 

analytical solution requires the summation of multiple integrals, given the changes in the integration contours, which becomes more 

complex in irregular contours. This work aims to develop an expression for computing the view factor between 32 triangular geo-

metric configurations with a common edge and included angle θ. Very importantly, in modern engineering, mesh generators rarely 

use rectangles or squares (unless the overall geometry is a perfect cube), with triangular elements being the most commonly used 

elements. For comparison, 48 cases with diverse geometric relationships were calculated using the analytical solution (AS), numer-

ical integration using Simpson's multiple 1/3 rule (MSR), the Sauer graphical solution (SGS), and Bretzhtsov cross roots (BCR). 

From eight basic geometries, the view factor was computed for the remaining 24 combinations using the sum rule. In all cases, 

identical fit values were obtained for MSR and SGS with respect to AS, while BCR showed the best correlation in all cases exam-

ined. In all the cases evaluated, the BCR showed the best fits, with an error of ±6% in more than 90% of the sample

s, while the MSR showed an average dispersion of ±6% in 65% of the data. Given the practical nature of the contribution 

and the reasonable values of the fits obtained, the current proposal constitutes a suitable tool for application in thermal engineering. 
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1. Introduction 

In many engineering applications, radiative heat transfer between 

surfaces needs to be assessed. The view factor allows calculating the 

fraction of radiant energy emitted by one surface that reaches another. 

Therefore, the geometric relationship between two surfaces and its 

influence on the view factor has been the subject of research for dec-

ades. In previous work, various analytical and numerical solutions 

have been proposed for different configurations [1-5]. An expanded 

collection of view factors for over 340 different configurations is 

provided by Howell [6].  

Several methods are known in the literature for estimating view 

factors, including graphical, analytical, and visual methods. Further-

more, using the summation rule and the algebraic factor, view fac-

tors of already known geometries can be used to determine other 

view factors of derived or more complex geometries [7-10].  

The current increase in data processing in computational tech-

niques has enabled the use of commercial programs based on the 

Finite Element Method (FEM) to solve various heat transfer prob-

lems, including thermal radiation. Solutions for edge and border 

problems generally reduce to surfaces with a common edge and in-

cluded angle θ, for which analytical solutions are already known [11-

15]. However, in modern engineering, mesh generators rarely use 

rectangles or squares (unless the overall geometry is a perfect cube), 

with triangular elements being the most commonly used. 

The AS of the view factor between triangular geometries requires 

the summation of multiple integrals, given the changes in the inte-

gration contours, which makes it difficult to obtain solutions in com-

plex configurations. Numerical integration can be a partial solution 

to the problem; however, only a few contributions to the topic are 

available in the specialized literature [16].   

By numerical integration using the RMS and five intervals, the 

view factors for various triangular geometries with a common edge 

and an angle 𝜃 = 90° were obtained. The results for the most ele-

mentary ones were graphed and the remaining geometries derived 

using the summation rule [17]. SGS are useful, but they require the 

interpretation of graphs, which introduces reading and interpretation 

errors. Therefore, they are not suitable for generating triangular 

meshes and subsequently calculating view factors, as they lack an 
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analytical solution or a numerical approximation for their estimation. 

The BCR is a mathematical tool that allows for obtaining reason-

able fits in the approximations of complex functionals, in addition to 

generating an analytical expression that includes the boundary con-

ditions or unknowns to be addressed. Therefore, it can be used to 

calculate view factors without the need to use or interpret graphs. 

The method in question allows for fitting by sections or branches, 

with common nodes for several solutions [18, 19]. Its mathematical 

conception is similar to that of the FEM, making it suitable for this 

work. 

Currently, there is no analytical expression in the specialized lit-

erature that allows directly calculating the view factor for combina-

tions of triangular surfaces. In the expanded compilation of view fac-

tor configurations available for the case of finite triangular surfaces, 

it is verified that only Sauer's graphical results are used [6]. In other 

consulted sources, Sauer graphs are also presented for the determi-

nation of view factors [18, 20]. The above shows that currently there 

are no exact or approximate analytical solutions for the determina-

tion of view factors between triangular geometries with a common 

edge and included angle θ, which is the main objective of this work. 

Therefore, this research aims to develop approximate solutions 

that allow computing the view factor in various triangular geome-

tries. These solutions do not present high mathematical complexity 

and their correlation with respect to the AS provides a better fit than 

the SGS. This constitutes a new analytical method for application to 

the calculation of view factors using FEM and to constituting new 

expressions that can be included in existing catalogs. 

In this work, the exact analytical solutions for eight basic triangu-

lar geometries and their respective Bretzhtsov cross roots are given. 

For comparison, 48 examples with various aspect ratios were calcu-

lated for each geometry, using the AS, the numerical solution of the 

quadruple integral using the MSR with five intervals, the SGS and 

the view factors calculated using the BCR. From the eight basic ge-

ometries, the view factor for another 24 triangular geometries is ob-

tained using the summation rule. In all cases, identical fit values were 

obtained for RMS and SGS with respect to AS, while BCR showed 

the best fit in all cases examined, confirming the validity of the hy-

pothesis regarding its use. 

Given the practical nature of the contribution and the reasonable 

values of the fits obtained, the proposal presented in this work con-

stitutes a suitable tool for application in thermal engineering and re-

lated practices that require thermal radiation calculations. 

 

2. Materials and methods 

2.1 Basic considerations on the view factor 

The view factor is fundamental to the exchange of radiant energy. 

It depends on the configuration and position of the receiving and 

emitting surfaces, making its evaluation complex and, in many cases, 

generating erroneous results. Then, the view factor 𝐹12 is the frac-

tion of the radiation emitted by surface 𝐴1 that is intercepted by 

surface 𝐴2, expressed as [21]:  

 

𝐹12 =
1

𝜋𝐴1
∫ ∫

cos𝜃1 cos𝜃2

𝑟2
𝑑𝐴1 𝑑𝐴2

𝐴1
𝐴2

𝐴2
𝐴1

  (1) 

 

where 𝐴1 ,𝐴2 are the emitting and receiving surfaces, respec-

tively; 𝜃1, 𝜃2are the angles between the normal vector to the area 

𝑑𝐴1𝑑𝐴2 and the line joining the centers of surfaces 𝐴1, 𝐴2, respec-

tively; 𝑟 is the distance between the centers of surfaces 

𝐴1and 𝐴2 (see Figure 1). 

 

Figure 1. Basic geometry for view factor definition 

Eq. (1) includes double integration, which in many cases can be a 

very laborious mathematical problem. Therefore, calculating the 

view factor in any geometry requires handling a considerable 

amount of integrals and solving complex mathematical equations. 

To simplify the analysis, numerical approximations are used that 

provide adequate fits, with a reasonable margin of error, allowing for 

its application in practical engineering. For three-dimensional con-

figurations, several methods can be implemented to estimate the 

view factor, such as direct integration, contour integration, summa-

tion and reciprocity techniques, MSR, Monte Carlo, ray tracing, 

FEM, and matrix methods [22-28].  

In this investigation, the direct integration method was imple-

mented to obtain the view factors associated with the 32 configura-

tions studied. The BCR method was used to approximate the special 

functions generated in direct integration.  

 

2.2 Mathematical solution for the view factor 

The view factor between two finite rectangles of the same width 

with a common edge and included angle θ (see Figure 2) is given by: 

𝑓(1) =
sin2 𝜃

𝜋𝐴1
∫ 𝑑𝑦1
𝐿

0 ∫ 𝑑𝑥
𝐷

0 ∫ 𝑑𝑧
𝑤

0 ∫
𝑥𝑧

{(𝑦1−𝑦2)
2+𝑥2+𝑧2−2𝑥𝑧 cos𝜃}2

𝑑𝑦2
𝐷

0
  (2) 

To evaluate Eq. (2) the following definitions are used: 

𝑋 = 𝑊 𝐷⁄     ;      𝑌 = 𝐿 𝐷⁄     ;    𝑅 =

√𝑋2 + 𝑌2 − 2𝑋𝑌 cos 𝜃  
(3) 
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𝑓(1) = Fa−b =
1

πY

{
 
 
 
 

 
 
 
 −

sin 2𝜃

4
{𝑌2 tan−1 (

𝑋

𝑌
csc 𝜃 − cot 𝜃) + 𝑋2 tan−1 (

𝑌

𝑋
csc 𝜃 − cot 𝜃) + 𝑋𝑌 sin 𝜃 + (

𝜋

2
− 𝜃) (𝑋2 + 𝑌2)} +

+
1

4
ln {{

𝑋2

𝑅2
(
1+𝑋2

1+𝑅2
)
cos 2𝜃

}
𝑋2 sin2 𝜃

(
𝑌2+𝑌2𝑅2

𝑅2+𝑌2𝑅2
)
𝑌2 sin2 𝜃

(
(1+𝑋2)(1+𝑌2)

1+𝑅2
)
cos2 𝜃+1

} +

+(sin3 𝜃 cos 𝜃) tan−1 (
𝑌 sin 𝜃√𝑋2+cot2 𝜃+1

𝑋2−𝑌𝑋 cos𝜃+1 
)√𝑋4 + 𝑋2(cot2 𝜃 + 1) + +𝑋 tan−1 (

1

𝑋
) +

+𝑌 tan−1 (
1

𝑌
) + − 𝑅 cot−1(𝑅) +

sin 2𝜃

2
∫ √𝑧2 + cot2 𝜃 + 1 tan−1 (

𝑋 sin𝜃√𝑧2+cot2 𝜃+1

𝑧2−𝑧𝑋 cos𝜃+1
) 𝑑𝑧

𝑌

0 }
 
 
 
 

 
 
 
 

  (4) 

 
Figure 2. Rectangles with common edge and included angle θ 

Evaluating Eq. (2), the following solution is obtained [29]:  

In Eq. (2) and (4) the angle θ is given in radians. In a previous 

investigation [30], an expression similar to Equation (4) was ob-

tained to solve the quadruple integral given in Eq. (2), tabulating the 

values of the viewing factors for the angles θ = (30°; 45°; 60°; 90°; 

120°; 135°; 150°). These valueswere later corrected because they 

sometimes violated the summation rule [31-33].  

Eq. (4) is very complex. The last integral lacks primitives, so it 

was not possible to solve it. Therefore, its solution will be obtained 

using the MSR (with eight intervals). At each interval of the numer-

ical integration, the variable z is replaced by its corresponding frac-

tion of the length of the emitting surface L (see Table 1), obtaining a 

solution (𝜔𝑛)for each interval [29].  

 
Table 1. Definition of z-scores for the MSR in Eq. (4). 

0 Int. 1 Int. 2 Int. 3 Int. 4 Int. 5 Int. 6 Int. 7 Int. 8 

0 0.125𝐿 0.25𝐿 0.375𝐿 0.5𝐿 0.625𝐿 0.75𝐿 0.875𝐿 𝐿 

𝜔1 𝜔2 𝜔3 𝜔4 𝜔5 𝜔6 𝜔7 𝜔8 𝜔9 
 

Therefore, the numerical evaluation of the last integral given in 

Eq. (4) can be calculated as: 

 

∫ {√1 + 𝑧2 sin2 𝜃 tan−1 (
𝑋√1+𝑧2 sin2 𝜃

𝑧2−𝑧𝑋 cos𝜃+1
)} 𝑑𝑧

𝑌

0
≅

𝐿

24
(𝜔1 +

𝜔9 + 2(𝜔3 +𝜔5 + 𝜔7) + 4(𝜔2 +𝜔4 +𝜔6 +𝜔8))  

(5) 

 
If 𝜃 = 90°, then Eq. (4) simplifies to the following relation: 
 

𝑓(1) =
1

𝜋𝑌
{𝑋 tan−1 (

1

𝑋
) +𝑌 tan−1 (

1

𝑌
) − 𝑅 cot−1(𝑅) +

1

4
ln {(

𝑋2+𝑋2𝑅2

𝑅2+𝑋2𝑅2
)
𝑋2

(
𝑌2+𝑌2𝑅2

𝑅2+𝑌2𝑅2
)
𝑌2

(
(1+𝑋2)(1+𝑌2)

1+𝑅2
)}}  

(6) 

 
In Eq. (6), the following definitions are used: 
 
𝑋 = 𝑊 𝐷⁄    ;    𝑌 = 𝐿 𝐷⁄    ;    𝑅 = √𝑋2 + 𝑌2  (7) 
 

Figure 3 shows graphically the solutions to Eq. (4) for values of 

𝜃 = (30°, 45°, 60°, 90°, 120°, 150°), in the intervals 0.1 ≤ 𝑌; 𝑋 ≤
10. For angle values 𝜃 ≠ (30°, 45°, 60°, 90°, 120°, 150°), the view 

factor can be obtained by interpolation. 
 

   

   

Figure 3. Fa−b values obtained with Eq. (4) for various values of θ. 
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Figure 4. Basic configurations for triangular surfaces 
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2.3 Mathematical solution for the view factor 

In modern engineering, mesh generators rarely use rectangles or 

squares, unless the overall geometry is a perfect cube. One of the 

most commonly used elements is triangular ones. The formulation 

of this type of geometry requires a mathematical approach that in-

cludes multiple sums of the quadruple integral. due to the variation 

of the projection contours on the coordinate axes. Diagonal lines can 

be extended over the rectangular surfaces in Figure 2, subdividing 

the rectangular plane domain into triangular elements (see Figure 4).  

 
Figure 5. Decomposition of triangular elements 

 

In Figure 5, the leaving and reaching surfaces 𝐴𝑎and 𝐴𝑏are di-

vided into four triangular surfaces, with 64 possible combinations. 

The reciprocity of the viewing factors establishes that 𝐴𝑎𝐹𝑎−𝑏 =
𝐴𝑏𝐹𝑏−𝑎 ; therefore, only 32 combinations will be evaluated. The 

basic geometries (Cases 1 to 8) and derived geometries (Cases 9 to 

32) are given in Figure 4. The basic geometries (Cases 1 to 8) con-

stitute the basis of the study conducted, as the remaining combina-

tions can be generated from them using the summation rule.  

2.4 Mathematical modeling of the view factor 
 
2.4.1 Case 2 

In Case 2, the emitting and receiving surfaces are a rectangle and 

a right triangle, respectively, with common side D and angle θ be-

tween both surfaces. In Case 2 (see Figure 6), the integration limits 

are set for each projection on surfaces 𝐴1and 𝐴2, obtaining the fol-

lowing relation: 

 
𝑓(2) =

sin2 𝜃

𝜋𝐴1
∫ 𝑑𝑦1
𝐿

0
∫ 𝑑𝑥
𝑦1𝐷

𝐿
0

∫ 𝑑𝑧
𝑊

0
∫

𝑥𝑧

{(𝑦1−𝑦2)
2+𝑥2+𝑧2−2𝑥𝑧 cos𝜃}2

𝑑𝑦2
𝐷

0
  

(8) 

 
Figure 6. Basic Geometry for Case 2 

 

The solution of Eq. (8) is given by:

 

𝑓(2) = 2𝑓(1) {
𝑋2

2(𝑋2+1)2
ln {(

1

𝑋
)
2𝑋2

(
𝑋2+𝑌2

𝑌2+1
) (

1

𝑋(𝑋2+𝑌2)
)
(𝑋2+1)

} +
1

4
𝑋2 ln {(

𝑋6

(𝑋2+1)2
) (

𝑋2+𝑌2+1

𝑋2+𝑌2
)} − −√𝑋2 + 𝑌2 tan−1 (

1

√𝑋2+𝑌2
) +

1

4
ln {(𝑋2 + 1) (

𝑌2+1

𝑋2+𝑌2+1
)} +

1

4
𝑌2 ln {

𝑌4(𝑋2+𝑌2+1)

(𝑌2+1)(𝑋2+𝑌2)2
} +𝑌 tan−1 (

1

𝑌
) + +

(𝑋2+1)(𝑋4+3𝑋2)+2𝑋𝜋(𝑋2−
1

2
(3𝑋2+1))

4(𝑋2+1)2
+

𝑋3(
1

𝑋2+1
−𝑌2−1)

(𝑋2+1)
3
2√𝑋2𝑌2−

𝑋2

𝑋2+1
+𝑋2

tan−1 (
𝑋(𝑋2+1)

3
2√𝑋2𝑌2−

𝑋2

𝑋2+1
+𝑋2

(𝑋2+1)(𝑋2𝑌2−
𝑋2

𝑋2+1
+𝑋2)−𝑋4

) + +
3

2
𝑋 tan−1 (

1

𝑋
) +

𝑋2

4(𝑋2+1)
ln {

𝑌2+1

(𝑋2+𝑌2)𝑋
2} +

𝑋2𝑌2

4(𝑋2+1)
ln {

𝑋2+2𝑌2+1

𝑌2(𝑋2+𝑌2)
+

1} − −
1

𝑋
∫ {

𝑧2

√𝑧2+𝑌2
tan−1 (

√𝑧2+𝑌2

1

𝑋2
(𝑧2−𝑋𝑧)+𝑧2+𝑌2

) +
𝑧

√𝑧2+𝑌2
tan−1 (

𝑧

𝑋
−1

√𝑧2+𝑌2
)} 𝑑𝑧

𝑋

0
}  

(9) 

In Eq. (9) the term 𝑓(1)is the view factor computed with Eq. (4). 

Solving Eq. (8) requires solving 𝑛𝑛 = 44 = 256 primitive func-

tions. However, the last integral was not solved because no primitive 

functions existed for it, requiring a solution using the MSR (with 

seven intervals). Obtaining an analytical solution to Eq. (8) is ex-

tremely complex, as it involves the summation of infinite series with 

polylogarithms. An alternative solution is to treat these special func-

tions as complex variables, with the addition of polynomials, which 

progressively tend toward convergence of the infinite Spence series, 

using BCR. Case 2 was obtained from the decomposition of rectan-

gular surfaces into triangular elements (see Figure 4); therefore, the 

solution to the quadruple integral of Eq. (8) is derived from Eq. (4) 

and can be expressed as: 

 

𝐹1−2 = 𝜑 ∙ 𝑓(1) (10) 

where 𝑓(1) is the view factor computed with Equation (4) and φ 

is the BCR. 

The BCR is obtained from a stationary sum of view factors, fitting 

the family of curves generated in the evaluated domain using poly-

nomials. There will be as many curves to fit as terms considered in 

the sum of the series of polylogarithms; therefore, the increase in the 

intervals will be proportional to the accuracy obtained in the results. 

In Equation (4), it is observed that the view factor depends on two 

parameters 𝑋, 𝑌 with a common denominator D; therefore, the real 

root will be a function of these. The common side D is opposite to 

the dimensions 𝑊, 𝐿 on the surfaces 𝐴𝑎 and 𝐴𝑏, which indicates 

that the period of the complex function is given by [18]:  

 

𝜓 = tan−1(𝑋 𝑌⁄ ) (11) 
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To apply the BCR, the solution to Eq. (10) is graphically repre-

sented in the interval 0.1 ≤ 𝑋 ≤ 10  and 0.1 ≤ 𝑌 ≤ 10 using 

values 𝑋 = 𝑌 = (0.1;  0.3;  0.6;  1;  3;  6;  10) for its con-

struction. Therefore, from the upper and lower nodes, it is possible 

to draw the curve corresponding to the minimum and maximum val-

ues of 𝑌 = (0.1 ; 10). In the infinite polylogarithmic series, a value 

of Y is fixed, and subsequently the polylogarithms are calculated for 

each value of X; with this procedure, a family of curves 𝑎 is ob-

tained. Next, a similar procedure is applied, but fixing the values of 

X when calculating the polylogarithms for each value of Y, thus ob-

taining a family of curves 𝑏. Curves a and b are approximated indi-

vidually using the least squares method, generating polynomials of 

the form 𝑚𝑋3 + 𝑛𝑋2 + 𝑜𝑋 + 𝑝. The constants 𝑚,𝑛, 𝑜, 𝑝 are sub-

sequently weighted to generate a single function φ, which depends 

on the forming angle ψ [19]. Applying the method described in the 

previous paragraph, the BCR for Case 2 is given by: 

 

𝜑2 = (−0,022Y
3 + 0,316Y2 − 0,89Y + 0,5)𝜓2 +

(0,056Y3 − 0,783Y2 + 2,23Y − 1,43)𝜓 − 0,03Y3 +
0,407Y2 − 1,07Y + 2,02  

(12) 

 

Substituting Eq. (4) and (12) in Eq. (11), the view factor for Case 

2 is obtained through the BCR, which is given by the following re-

lation: 

 

𝑓(2) = 𝐹(1−2) = 𝜑2 ∙ 𝑓(1) (13) 

 

Figure 7 presents graphically the solution of Eq. (13) for 𝜃 = 90°. 

 

2.4.2 Cases 3 to 8 

Cases 3 to 8 are reduced to the following geometries: 

Case 3: right triangle to right triangle, with a common side and 

angle θ between both surfaces: vertices at a common point 

Case 4: right triangle to right triangle, with a common side and 

angle θ between both surfaces: vertices at opposite ends 

Case 5: isosceles triangle to right triangle, with a common side 

and angle θ between both surfaces 

Case 6: right triangle to right triangle of different sizes, with angle 

θ between both surfaces: vertices at a common point 

Case 7: right triangle to right triangle of different sizes, with angle 

θ between both surfaces: vertices at opposite ends 

Case 8: perpendicular right triangles with an equal edge and ar-

ranged in opposite directions.  

In Cases 3 to 8 (see Figure 5), the integration limits are established 

for each projection on surfaces 𝐴1and 𝐴2, obtaining the following 

integral relations: 

 

Figure 7. Graphical solution of Eq. (13) for 𝜃 = 90° 
 

Case 3 𝑓(3) =
1

𝜋𝐴1
∬

cos𝑂1 cos𝑂2 𝑑𝐴1𝑑𝐴2

𝑟2
=
sin2 𝜃

𝜋𝐴1
∫ 𝑑𝑦1
𝐿

0
∫ 𝑑𝑥
𝑦1𝐷 𝐿⁄

0
∫ 𝑑𝑦2
𝑊

0
∫

𝑥𝑧

{(𝑦1−𝑦2)
2+𝑥2+𝑧2−2𝑥𝑧 cos𝜃}2

𝑑𝑧
𝑦2𝐷 𝑊⁄

0
  (14) 

Case 4 𝑓(4) =
1

𝜋𝐴1
∬

cos𝑂1 cos𝑂2 𝑑𝐴1𝑑𝐴2

𝑟2
=
sin2 𝜃

𝜋𝐴1
∫ 𝑑𝑦1
𝐿

0
∫ 𝑑𝑥
𝑦1𝐷 𝐿⁄

0
∫ 𝑑𝑦2
𝑊

0
∫

𝑥𝑧

{(𝑦1−𝑦2)
2+𝑥2+𝑧2−2𝑥𝑧 cos𝜃}2

𝑑𝑧
𝑦2𝐷 𝑊⁄

0
  (15) 

Case 5 𝑓(5) =
1

𝜋𝐴1
∬

cos𝑂1 cos𝑂2 𝑑𝐴1𝑑𝐴2

𝑟2
=
sin2 𝜃

𝜋𝐴1
∫ 𝑑𝑦1
𝐿 2⁄

0
∫ 𝑑𝑥
𝑦1𝐷 𝐿⁄

0
∫ 𝑑𝑧
𝑊

0
∫

𝑥𝑧

{(𝑦1−𝑦2)
2+𝑥2+𝑧2−2𝑥𝑧 cos𝜃}2

𝑑𝑦2
𝑍

0
  (16) 

Case 6 𝑓(6) =
1

𝜋𝐴1
∬

cos𝑂1 cos𝑂2 𝑑𝐴1𝑑𝐴2

𝑟2
=
sin2 𝜃

𝜋𝐴1
∫ 𝑑𝑦1
𝐿 2⁄

0
∫ 𝑑𝑥
𝑦1𝐷 𝐿⁄

0
∫ 𝑑𝑦2
𝑊

0
∫

𝑥𝑧

{(𝑦1−𝑦2)
2+𝑥2+𝑧2−2𝑥𝑧 cos𝜃}2

𝑑𝑧
𝑦2𝐷 𝑊⁄

0
  (17) 

Case 7 𝑓(7) =
1

𝜋𝐴1
∬

cos𝑂1 cos𝑂2 𝑑𝐴1𝑑𝐴2

𝑟2
=
sin2 𝜃

𝜋𝐴1
∫ 𝑑𝑦1
𝐿 2⁄

0
∫ 𝑑𝑥
0

−𝑦1𝐷 𝐿⁄
∫ 𝑑𝑦2
𝑊

0
∫

𝑥𝑧

{(𝑦1−𝑦2)
2+𝑥2+𝑧2−2𝑥𝑧 cos𝜃}2

𝑑𝑧
𝑦2𝐷 𝑊⁄

0
  (18) 

Case 8 𝑓(8) =
1

𝜋𝐴1
∬

cos𝑂1 cos𝑂2 𝑑𝐴1𝑑𝐴2

𝑟2
=
sin2 𝜃

𝜋𝐴1
∫ 𝑑𝑦1
𝐿 2⁄

0
∫ 𝑑𝑥
0

−𝑦1𝐷 𝐿⁄
∫ 𝑑𝑦2
𝑊 2⁄

0
∫

𝑥𝑧

{(𝑦1−𝑦2)
2+𝑥2+𝑧2−2𝑥𝑧 cos𝜃}2

𝑑𝑧
𝑦2𝐷 𝑊⁄

0
  (19) 

The BCR for each case are given by: 

Case 3 
𝑓(3) = 𝑓(1) ∙ {(−0,001Y

3 + 0,033Y2 − 0,14Y + 0,265)𝜓2 + (0,011Y3 − 0,177Y2 + 0,7Y − 0,615)𝜓 − 0,01

Y3 + 0,142Y2 − 0,475Y + 1,29}  
(20) 

Case 4 
𝑓(4) = 𝑓(1) ∙ {(−0,031Y

3 + 0,424Y2 − 1,275Y + 1,1)𝜓2 + (0,071Y3 − 0,975Y2 + 2,92Y − 2,06)𝜓 − 0,034

Y3 + 0,462Y2 − 1,268Y + 1,6}  

(21) 

Case 5 𝑓(5) = 𝑓(1) ∙ {(−0,01Y
2 + 0,24Y + 0,67)𝜓2 + (0,02Y2 − 0,31Y − 2,2)𝜓 − 0,02Y2 + 0,27Y + 3} (22) 
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Case 6 
𝑓(6) = 𝑓(1) ∙ {(−0,02Y

3 + 0,29Y2 − 1,1Y + 0,6)𝜓2 + (0,06Y3 − 0,88Y2 + 2,96Y − 1,41)𝜓 − 0,04Y3 + 0,55

Y2 + 1,41Y + 1,87}  

(23) 

Case 7 
𝑓(7) = 𝑓(1) ∙ {(−0,011Y

3 + 0,12Y2 − 0,025Y + 0,52)𝜓2 + (0,025Y3 − 0,307Y2 + 0,49Y − 1,64)𝜓 − 0,014

Y3 + 0,183Y2 − 0,35Y + 2,47}  

(24) 

Case 8 
𝑓(8) = 𝑓(1) ∙ {(0,015Y

2 − 0,108Y + 0,08)𝜓2 + (−0,015Y2 + 0,096Y + 0,048)𝜓 − 0,001Y2 + 0,04Y + 0

,058}  
(25) 

Figure 8 gives a graphical solution to Eq. (20) to (22), for 𝜃 = 90°. 

   

Figure 8 Graphical solutions of Equations (20) to (22) for θ = 90°. 

 

Figure 9 gives a graphical solution to Eq. (23) to (25), for 𝜃 = 90°. 

   
Figure 9 Graphical solutions of Equations (22) to (25) for θ = 90°. 

 

2.4.3 Cases 9 to 32 
 

By combining the view factors 𝑓(1) to 𝑓(8) it is possible to ob-

tain the view factors for Cases 9 to 32 by applying the summation 

rule and the algebra of view factors. Table 2 summarizes the rela-

tionships for computing the view factor in the derived configurations 

(see Figure 4).  
 

3 Analysis of Results 

The percentage of deviation (error) is calculated with respect to 

the AS and computed as follows: 
 

𝐷% = 100 ∙ (
𝑆𝐴 − 𝑉𝑎𝑙

𝑆𝐴
) (26) 

 

Where: 𝐷% is the percentage of deviation, in %, AS is the view 

factor computed using the analytical solution, and 𝑉𝑎𝑙 is the view 

factor obtained using other methods. 

 

Figure 10. D% values computed for Case 2 
 

Figure 10 shows the 𝐷% obtained with Eq. (26) for 42 view fac-

tors in the range 0.1 ≤ 𝑋, 𝑌 ≤ 10 calculated with MSR and BCR 

for Case 2, plotted in error bands of ±3% and ±6%. 
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For Case 2, Figure 10 shows that the BCR provides a better fit 

with respect to the AS, with a mean error of ±3% and ±6% for 80.8% 

and 100% of the points (Y,X) analyzed. In contrast, the view factors 

obtained with MSR provide a weaker fit respect to the AS, with 

mean errors of ±3% and ±6% for 42.9% and 88.1% of the points 

(Y,X) evaluated, respectively. 

 
 
 
 
 

 

  

  

  
Figure 11. 𝐷%values for Cases 3 to 8.

Figure 11 shows the 𝐷% obtained using Eq. (26) for 42 view fac-

tors in the range 0.1 ≤ 𝑋, 𝑌 ≤ 10, calculated using MSR and BCR 

for Cases 3 to 8, in error bands of ±3% and ±6%.  

For Case 3, Figure 11 shows that the BCR provides the best fit 

with respect to the AS, with an average error of ±3% and ±6% in 

85.7% and 100% of the points (Y,X) analyzed. In contrast, the view 

factors obtained using MSR produce a weaker fit with respect to the 

AS, with average errors of ±3% and ±6% in 45.2% and 81.1% of the 

points (Y, X) evaluated, respectively.  

For Case 4, Figure 11 shows that the BCR provide a better fit than the 

AS, with mean errors of ±3% and ±6% in 76.2% and 100% of the points 

(Y,X) analyzed, while the view factors obtained with MSR provide a 

weaker fit with respect to the AS, computing mean errors of ±3% and 

±6% in 47.6% and 90.5% of the points (Y,X) evaluated, respectively. 

For Case 5, Figure 11 shows that the BCR provide a better fit with 

respect to the AS, with mean errors of ±3% and ±6% in 90.5% and 

100% of the points (Y,X) analyzed. In contrast, the view factors ob-

tained with MSR provide a weaker fit with respect to the AS, with 

mean errors of ±3% and ±6% in 50% and 78.6% of the points (Y,X) 

evaluated, respectively. 
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For Case 6, Figure 11 shows that the BCR provide a better fit with 

respect to the AS, with mean errors of ±3% and ±6% in 83.3% and 

100% of the points (Y,X) analyzed, while the view factors obtained 

with MSR provide a weaker fit with respect to the AS, computing 

mean errors of ±3% and ±6% in 35.7% and 88.9% of the points 

(Y,X) evaluated, respectively.  

For Case 7, Figure 11 shows that the BCR provide a better fit 

compared to the AS, with mean errors of ±3% and ±6% at 90.5% 

and 100% of the points (Y,X) analyzed. In contrast, the view factors 

obtained with MSR provide a weaker fit compared to the AS, with 

mean errors of ±3% and ±6% at 61.9% and 95.2% of the points 

(Y,X) evaluated, respectively.  

For Case 8, Figure 11 shows that the BCR provide a better fit with 

respect to the AS, with mean errors of ±3% and ±6% in 76.2% and 

100% of the points (Y,X) analyzed, while the view factors obtained 

with MSR provide a weaker fit with respect to the AS, computing 

mean errors of ±3% and ±6% in 40.5% and 81.1% of the points 

(Y,X) evaluated, respectively. 
 

Table 2. View factor for Cases 9 to 32. 

 
 
 
 
 
 
 
 

4. Conclusions 
 

Determining the view factor is one of the most important features 

during analysis of radiant energy exchange, since an analytical solu-

tion considerably facilitates the work of thermal engineers, allowing 

its rapid and accurate estimation. This work has provided insight into 

the development of methods for calculating the view factor during 

radiant energy exchange between 32 combinations of triangular ge-

ometries with a common edge. 

Twelve examples with various aspect ratios were calculated for 

each geometry, using AS, MSR, SGS, and BCR. From the eight 

basic geometries, the view factor was obtained for 24 other triangu-

lar geometries using the summation rule. In all cases, identical fit 

values were obtained for MSR and SGS with respect to AS, while 

BCR showed the best correlation in all cases examined. In all the 

cases evaluated, the BCR showed the best fits, with an error of ±6% 

in more than 90% of the samples, while the MSR showed an average 

dispersion of ±6% in 65% of the data 

Given the practical nature of the contribution and the reasonable 

values of the fits obtained, the proposal constitutes a suitable tool for 

application in thermal engineering and related practices requiring 

thermal radiation calculations. 

Very importantly, in modern engineering, mesh generators rarely 

use rectangles or squares (unless the overall geometry is a perfect 

cube), with triangular elements being the most commonly used ele-

ments. 

Given the lack of similar precedents in the literature, the proposed 

analytical solutions reinforce the scientific and practical value of this 

research and can be incorporated into the currently available catalogs 

for calculating the view factor. 
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Nomenclature 

 

 

Case 𝐹1−2⋯{𝑓(𝑛)} 

Case 9 𝑓(9) = 𝑓(5) 

Case 10 𝑓(10) = 𝑓(5) 

Case 11 𝑓(11) = 2𝑓(1) − 𝑓(2) 

Case 12 𝑓(12) = 𝑓(6) + 𝑓(7) 

Case 13 𝑓(13) = 2𝑓(2) − 𝑓(5) 

Case 14 𝑓(14) = 4𝑓(1) + 𝑓(5) − 4𝑓(2) 

Case 15 𝑓(15) = 2𝑓(4) − 𝑓(6) − 𝑓(7) 

Case 16 𝑓(16) = 4𝑓(1) + 𝑓(6) + 𝑓(7) − 2𝑓(3) − 2𝑓(4) 

Case 17 𝑓(17) = 2𝑓(3) − 𝑓(6) − 𝑓(7) 

Case 18 𝑓(18) = 𝑓(3) + 𝑓(8) 

Case 19 𝑓(19) = 𝑓(6) + 𝑓(7) − 𝑓(3) − 𝑓(8) 

Case 20 𝑓(20) = 4𝑓(5) + 𝑓(3) + 𝑓(8)−2𝑓(6) − 2𝑓(7) 

Case 21 𝑓(21) = 3𝑓(3) + 𝑓(8) − 2𝑓(6) − 2𝑓(7) 

Case 22 𝑓(22) = 4𝑓(1) + 3𝑓(6) + 3𝑓(7) − 3𝑓(3) − 2𝑓(4) − 4𝑓(5)

− 𝑓(8) 

Case 23 𝑓(23) = 4𝑓(5) + 𝑓(3) + 𝑓(8)−2𝑓(6) − 2𝑓(7) 

Case 24 𝑓(24) = 5𝑓(3) + 4𝑓(4) + 5𝑓(5) + 𝑓(8) − 4𝑓(1) − 4𝑓(2)

− 4𝑓(6) − 4𝑓(7) 

Case 25 𝑓(25) = 2𝑓(1) + 𝑓(4) − 2𝑓(2) 

Case 26 𝑓(26) = 2𝑓(1) + 𝑓(3) − 2𝑓(2) 

Case 27 𝑓(27) = 𝑓(2) − 𝑓(3) 

Case 28 𝑓(28) = 𝑓(2) − 𝑓(4) 

Case 29 𝑓(29) = 𝑓(5) − 𝑓(6) − 𝑓(7) 

Case 30 𝑓(30) = 2𝑓(3) + 2𝑓(4) + 𝑓(5) − 4𝑓(2) − 𝑓(6) − 𝑓(7) 

Case 31 𝑓(31) = 2𝑓(2) + 𝑓(6) + 𝑓(7) − 𝑓(5) − 2𝑓(4) 

Case 32 𝑓(32) = 2𝑓(2) ++𝑓(6) + 𝑓(7) − 𝑓(5) − 2𝑓(3) 

𝑎 Length of the surface 𝐴1, 𝑚 

𝐴1 Leaving surface, 𝑚2 

𝐴2 Reaching surface, 𝑚2 

𝐷 Width of the surfaces 𝐴1and 𝐴2, 𝑚 

𝐷% percentage of deviation, defined in Eq. (26) 

𝐿 Length of the surface 𝐴1, 𝑚 

𝑟 Distance between surfaces 𝐴1 and 𝐴2, 𝑚 

𝑅 Constant, defined in Eq. (3) 

𝑥 displacement at surface 𝐴2, defined in Fig. 4 

𝑊 Length of the surface 𝐴2, 𝑚 

𝑋 Constant, defined in Eq. (3) 

𝑌 Constant, defined in Eq. (3) 

  

𝜃 Angle between surfaces 𝐴1and 𝐴2 

𝜃1 Angle between the normal and surface 𝐴1 

𝜃2 Angle between the normal and surface 𝐴2 

 𝜑 Bretzhtsov cross roots 
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ABSTRACT 
 
This study aims to develop a comprehensive model using MATLAB Simulink software to characterize the thermal behavior of 

lithium-ion battery packs. The model operates at both the cell and pack levels, enabling the determination of individual cell 

temperatures and the heat generated by Joule effect, influenced by chemical reactions during charge and discharge cycles. At the 

pack level, the model assesses temperature variations among cells by simulating heat transfers between them. Detailed principles, 

equations, and underlying hypotheses for constructing the model are elucidated. 

 Through simulations, the model's performance is evaluated against experimental data. Remarkably, strong correlations are 

observed in temperature variations of 18650 LFP cylindrical cells within a battery pack, not only under standard charge and 

discharge conditions but also when subjected to a standardized WLTC (Worldwide harmonized Light vehicles Test Cycle) driving 

cycle. This indicates the robustness and accuracy of the chosen methodology in model development. The study's findings hold 

significant implications for optimizing battery pack design and advancing thermal management strategies in various applications 

such as electric vehicles and renewable energy systems.  

Future research endeavors may involve further refinement of the model and exploration of additional facets of battery behavior 

to enhance its predictive capabilities and applicability across diverse scenarios. 
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1. Introduction 

Environmental worries regarding the exhaustion of traditional 

energy resources have grown on a global scale in recent decades. 

The signification rise in atmospheric pollution and the greenhouse 

effect can be largely attributed to the extensive reliance on fossil 

fuels, particularly in the context of automotive usage [1]. Batteries, 

particularly Li-ion, have emerged as a solution to replace fossil fuels. 

While initially costly and offering limited range, Li-ion batteries 

have undergone substantial advancements in recent years, reducing 

the cost per kilowatt-hour (kWh) from $1.000 in 2010 to 

approximately $273 in 2016, with forecasts projecting further 

reductions to around $109 per kWh by 2025 and $73 per kWh [2-3]. 

Despite continuous improvements and current energy densities of 

around 250 Wh/kg, Li-ion batteries still exhibit certain drawbacks 

[4]. One significant issue is the reliance on metals like lithium and 

cobalt, which are used in cathode materials such as Lithium Cobalt 

Oxide (LCO), Nickel Manganese Cobalt (NMC), or Nickel Cobalt 

Aluminum (NCA) [5]. These materials pose economic challenges 

due to their uneven geographic distribution and environmental 

concerns regarding their extraction, which has a substantial 

environmental impact [6].  

Another limitation concerns cell safety in various scenarios such 

as crushing, puncturing, extreme temperatures, or thermal runaway. 

Therefore, effective temperature management within the battery 

pack is crucial. Car manufacturers achieve this through a battery 

management system (BMS), which incorporates multiples functions 

like monitoring current, voltage, resistance, state of charge (SOC), 

state of health (SOH), and thermal conditions within the cells. The 

BMS communicates with the vehicle’s calculator, enabling the 

regulation of power consumption, the control of the cooling system, 

and the ability to raise alerts in case of potential dangers.  

To address these challenges, the utilization of models to predict 

the thermal behavior of batteries is a critical concern for both cell 

and vehicle manufacturers [7-8]. These models help forecast 

temperature distribution within the cell based on its morphology 

(e.g., pouch cell, cylindrical, or prismatic cell) and material 
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composition. They also help to predict the cooling requirements to 

keep the battery pack in ideal temperature conditions. The cooling 

demands are influenced by various factors, including the number of 

cells, their configuration within the battery pack, and the thermal 

power generated. Proper sizing of these components allows for risk 

mitigation while optimizing the financial investments required for 

the development of this strategy. In this context, a straightforward 

method for predicting the thermal behavior of cells and battery packs 

is presented in this work. The aim of this study is to create a battery 

model allowing the simulation of the thermal behavior of cells 

contained in a Li-ion battery pack and of the battery pack itself. This 

model is then to be integrated into a complete battery model to be 

able to study the behavior of Li-ion batteries used in hybrid electric 

vehicles. The work described here will not detail the integration of 

the whole battery model but will rather focus on the method used to 

develop the battery thermal model itself. 

2. Model choice consideration  

Battery modeling has become essential in the automotive industry 

for designing high performance hybrid and electric vehicles. By 

understanding and predicting battery behavior, modeling ensures 

optimal and safe usage, maximizing performance, lifespan, and 

efficiency. It enables the development of effective battery 

management strategies and optimization of design for reliable 

electric vehicle operation [9] . Depending on the application, battery 

models vary in complexity, depending on the environment and 

parameters being analysed. Various types of battery models exist 

based on the parameters and properties under study. The main 

battery models found in the literature are: Electrochemical, electrical 

and thermal [10-11].  

Starting the development of a suitable Li-ion battery thermal 

model, aligned with the predefined technical requirements, required 

the careful selection of a method. This selection process considered 

various criteria, including computational cost, simulation time, 

realism in relation to the physical system, and the complexity of 

method development and calculations. The following approaches 

were compared:  

-The analytical resolution method for the 2D transient heat 

equation, employing the Fourier method and separation of variables 

(transient and steady state). This method incorporates the boundary 

and initial conditions of the system. 

-The finite difference numerical resolution method.  

-The finite element numerical resolution method.  

-The thermal quadrupole method. 

-The series thermal resistance method. 

-The matrix method 

After an exhaustive bibliographical study analyzing the modeling 

methods and a comprehensive assessment of different criteria, the 

matrix method, which is an adaptation of the thermal resistance 

method, was chosen. This method is not only computationally 

efficient and straight forward to implement, but it also aligns well 

with Simulink’s matrix calculus constraints for the determination of 

temperatures and thermal powers.  

In the upcoming section, the approach and principles behind the 

thermal modeling of a cell are detailed, along with the corresponding 

functionalities that have been developed.  

2.1. Thermal model of battery cell 

 Principle 

Before starting the development of the Simulink model, it was 

imperative to delineate the assorted requirements and technical 

functionalities that needed to be addressed. Specifically, the 

Simulink model should allow: 

-Compute the temperature of each layer of materials contained 

within every cell. 

-Calculate the heat generated through Joule heating and chemical 

reactions within the volume of each layer in the cell. 

-Facilitate the adjustment of physical parameters via a MATLAB 

script. 

- Enable the modification of the cell dimensions. 

- Evaluate thermal exchanges between cells. 

-Dynamically compute the heat generated and temperature 

variations in each layer of every cell. 

 Method 

Initially, various hypotheses and approximations of the physical 

phenomena of the model were established to simplify the design and 

validation of the model in Simulink. The case of cylindrical cells was 

chosen.  

The surface temperature is considered homogeneous, the median 

plane of the cell is mainly studied. Indeed, it is in this plane that the 

surface temperature is the highest and where temperatures are 

generally measured using a sensor. In addition, materials through 

which the conductive flow pass are considered anisotropic. As a 

result, the conductive flow is oriented in the radial direction (or x, as 

shown in Figure 1) within cylindrical cells. In addition, contact 

resistance is neglected. In the center of the cell, the flow is nil 

because the system under study is symmetrical around its axis. At 

the outer surface of the cell, the discharged conductive flow is equal 

to the convective flow. In addition, the initial temperature of the cell 

is considered the same as that of the fluid in the environment. Eq. (1) 

and Figure 1 describes and illustrates the boundary conditions of the 

cell system. 

 

Figure 1. Schematic description of the boundary conditions of the cell. 

The development process primarily involved identifying the 

various stages and requirements of the model. Initial steps included 

an in-depth examination of diverse thermal modeling techniques 

applied to Li-ion battery cells, scrutinizing the approach, 

approximations, and conditions employed. Subsequently, 

intermediate tests were conducted to validate each functionality of 

the model as it progressed. 
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Table 1. Input and output parameters used for the model. 

Input parameters 

Geometric cell properties 

Length (mm) 

Radius (mm) 

Thickness (mm) 

Interlayer exchange area (mm2) 

Thermophysical properties 

Thermal conductivity  (W/(m.K)) 

Density   (kg/m3) 

Specific heat capacity (J/(kg.K)) 

Boundary conditions properties 

Convective transfer coefficient  (W/(m2.K)) 

Fluid temperature  (°C) 

Convective flux (W) 

Fluid temperature Text  (°C) 

Output parameters 

Surface and core temperatures (°C) 

Layer temperatures (°C) 

Joule effect (W) 

Entropy variation (W) 

These tests played a crucial role in refining and enhancing 

different versions of the Simulink code in comparison to results 

obtained from analogous cell models. This iterative process allowed 

for course correction and improvement, aiding in the selection of an 

optimal compromise between operational speed and model realism. 

Input parameters for the model encompassed geometric, 

thermophysical data, and boundary conditions such as convective 

flow, convective transfer coefficient, and outlet temperature. Output 

parameters included temperatures (core, surface, layers) and various 

powers generated by the model, such as Joule effect and entropy 

variation. These parameters are succinctly presented in Table 1.  

 Developed 

After studying and selecting the most suitable method, it became 

possible to develop various functionalities that meet the initial 

requirements of the model. Indeed, the Simulink model performs the 

following: 

Calculation of the thermal power generated by current dissipation 

in the cell through Joule effect and entropy variation is achieved by 

a Simulink subsystem. This subsystem takes the current of each cell, 

squares it, and multiplies it by the internal resistance of each cell. 

The thermal power generated by entropy variation during the 

electrochemical reaction due to charging or discharging is calculated 

based on the current of each cell, its open-circuit voltage, and 

temperature. 

Calculation of the fraction of power generated within the volume 

of each layer. A block takes the total power generated for a cell and 

multiplies it by a fraction of the volume associated with each layer. 

This volumetric fraction depends on the thickness of each layer. 

Calculation of the temperature of each layer in each cell. It is 

performed by a MATLAB   function integrated into the Simulink 

code. This function calculates the temperature of the first layer of the 

cell based on the initial temperature, the cell, the heat generated by 

the Joule effect, and the exchange surface between the cells. A 

balance of exchanged flows with the next layer is then conducted. 

Incoming and outgoing conductive fluxes are considered for internal 

layers.  

Modification of the thermophysical and geometric parameters of 

the model through the execution of an initialization script. A script 

corresponding to the chosen cell technology is executed in advance 

on MATLAB to load different thermophysical and geometric 

parameters of the cell in the Simulink model. The ability to modify 

parameters in the script allows us to adapt easily the simulation to 

various cell technologies.  

Calculation of thermal exchanges between cells. It is performed 

by a MATLAB function that retrieves the calculated temperature in 

different layers of a cell to extend the calculation to all cells 

constituting a battery pack. 

The sequence of execution of various functionalities and the 

calculation steps of different quantities in the model are depicted in 

Figure 2. The main functionalities of the Simulink thermal model 

that has been developed are presented in Figure 3.  

 

  

Figure 2. Calculation steps followed by the thermal model developed in 

Simulink. 

It is worth noting that the current model includes certain 

limitations, such as the assumption of uniform material properties 

and steady-state operating conditions. 

2.2. Thermal model of pack battery 

 Pack model based on the cell model 

The three-layer model describing cell behavior is used to build a 

comprehensive battery pack model. This section will present the 

model development process, outline the various assumptions and 

approximations made, and detail the results obtained. 
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Figure 3. Simulink models and related features 

The objective of the model is to simulate heat transfers among the 

cells constituting a battery pack. As for the Simulink-developed cell 

model, several assumptions, and approximations regarding the 

physical phenomena of the model were established to streamline the 

design and validation of the thermal model for a battery pack: 

Cells are assumed to be spaced apart, allowing for fluid flow 

between them. 

Radiative heat losses are disregarded in comparison to those 

transferred by convection inside the battery pack. Indeed, radiant 

energy constitutes only a minimal portion of the energy exchanged 

during cell charging and discharging. 

The conductive flow through the foils (metal lamellae) connecting 

individual cells in series within the battery pack is also neglected. 

Incoming air is blown at room temperature, and its flow is evenly 

distributed among the cells. Heat propagation between cells occurs 

from left to right and from bottom to top, following the air flow. 

Consequently, the convective exchange coefficient remains 

consistent throughout the battery pack. 

Heat transfer between cells was analyzed in various scenarios 

based on each cell's position within the battery pack. These scenarios 

include: 

The cell in the lower-left corner is at the temperature of the 

incoming air at the beginning of the simulation. The temperatures of 

other cells are then calculated based on the temperature of the air, 

the airflow, and the temperature of this first cell. 

Cells in the first lower row transfer heat through convection and 

then conduct in the air to the adjacent cells in the upper row. Because 

of the proximity of the cells and the low airflow, the convective 

transfer is neglected. 

Cells in the first column on the left transfer heat through 

convection to the neighboring cells in the next column on the right. 

Various convective heat exchange patterns between cells were 

considered [12]. Cells are arranged in rows in parallel and series. The 

model extracts the temperature of the first layer calculated by the cell 

calculation block as a vector. This vector is then put into the cell 

temperature calculation block to initialize the core, surface, and air 

temperatures of the cells. Groups of surface, core, and air 

temperatures are stored in matrices, which size is determined by the 

number of cells in parallel and in series. This number is set in the 

initialization script of the simulation. Cells in the vertical direction 

"i" are in series, while cells in the horizontal direction "j" are in 

parallel. The temperature calculation method is directly inspired  

from the finite difference method applied to a transient two- 

dimensional thermal  problem.  

Heat transfers from cells located in two adjacent vertical rows are 

described by Eq. (2): 

ℎ𝑐𝑜𝑛𝑣 . 𝑆. (𝑇𝑠(𝑖, 𝑗) −  𝑇𝑎𝑖𝑟(𝑖, 𝑗 − 1))
−  ℎ𝑐𝑜𝑛𝑣 . 𝑆. (𝑇𝑠(𝑖, 𝑗) −  𝑇𝑎𝑖𝑟(𝑖, 𝑗))  
−

𝜆. 𝑆

𝑒
. (𝑇𝑐(𝑖, 𝑗) − 𝑇𝑠(𝑖, 𝑗)) = 0 

(2) 

Where S denotes the exchange surface between the cell and the 

ambient fluid (m²), e is the cell thickness, hconv is the convective 

exchange coefficient between the cell surface and the ambient air 

(W/ (m².K)), λ is the thermal conductivity of the cell (W/(m.)), Ts (i,j) 

is the temperature of the surface of the cell located on the row i and 

column j, Tair (i,j-1) denotes the temperature of the air at the row i 

and column (j-1), Tair (i,j) is the temperature of the air at the row i 

and column j and Tc (i,j) is the temperature of the core of the cell 

located at the row i and column j. 

Figure 4 illustrates the equivalent circuit used to model the 

horizontal heat transfers between two adjacent cells. It represents the 

calculus of the temperature of the cell located on the right adjacent 

vertical row.   

Figure 4. Equivalent circuit represents the horizontal heat transfer 

between two adjacent cells. 

 

For cells located in the first vertical row, the exchanged thermal 

power balance between two consecutive cells is expressed by Eq. (3).  

      

For j = 1 ∶   

�̇�𝑎𝑖𝑟 . Cpair. (Tair(𝑖 + 1, j)−Tair(i, j))

=  hconv. S. (Ts(i, j) − Tair(i, j)) 

(3) 

Where m ̇_air denotes the air mass flow rate between the cells 

(kg/s), Cpair represents the air calorific capacity (J/(kg.K)), Tair (i+1,j) 

is the air temperature at the row i+1 and column j, Tair (i,j) is the air 
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temperature at the row i and column j, hconv represents the convective 

exchange coefficient between the cell surface and the ambient air 

(W/(m².K)), S is the exchange surface between the cell and the 

ambient fluid (m²), Ts (i,j) denotes the temperature of the surface of 

the cell located on the row i and column j and Tair (i,j) is the 

temperature of the air at the row i and column j. 

For cells located in the last vertical row, the exchanged thermal 

power balance between two consecutive cells is expressed by Eq. 

(4) :  

 

For j = 𝑛𝑝: 

    𝑚𝑎𝑖𝑟̇ . 𝐶𝑝𝑎𝑖𝑟 . (𝑇𝑎𝑖𝑟(𝑖 + 1, 𝑗)−𝑇𝑎𝑖𝑟(𝑖, 𝑗))

=  ℎ𝑐𝑜𝑛𝑣 . 𝑆. (𝑇𝑠(𝑖, 𝑗 − 1) − 𝑇𝑎𝑖𝑟(𝑖, 𝑗)) 

(4) 

Where np denotes the number of cells in parallel, m ̇_air  is the 

air mass flow rate between the cells (kg/s), Cpair is the air calorific 

capacity (J/(kg.K)), Tair (i+1,j)  denotes the air temperature at the 

row i+1 and column j, Tair (i,j)is the air temperature at the row i and 

column j, hconv present the convective exchange coefficient between 

the cell surface and the ambient air (W/(m².K)), S is the exchange 

surface between the cell and the ambient fluid (m²), T_s (i,j-1) is the 

temperature of the surface of the cell located on the row i and column 

j-1 and Tair (i,j) is the temperature of the air at the row i and column 

j. 

For cells located between the first and the last vertical row, the 

exchanged thermal power balance between two consecutive cells is 

expressed by Eq. (5).  

𝐹𝑜𝑟 𝑗 ∈ (2, 𝑛𝑝 − 1): 

    𝑚𝑎𝑖𝑟̇ . 𝐶𝑝𝑎𝑖𝑟 . (𝑇𝑎𝑖𝑟(𝑖 + 1, 𝑗)−𝑇𝑎𝑖𝑟(𝑖, 𝑗))

=  ℎ𝑐𝑜𝑛𝑣 . 𝑆. (𝑇𝑠(𝑖, 𝑗 − 1) − 𝑇𝑎𝑖𝑟(𝑖, 𝑗))

+  ℎ𝑐𝑜𝑛𝑣. 𝑆. (𝑇𝑠(𝑖, 𝑗) − 𝑇𝑎𝑖𝑟(𝑖, 𝑗)) 

 (5) 

Where np denotes the number of cells in parallel, m ̇air is the air 

mass flow rate between the cells (kg/s), Cpair is the air calorific 

capacity (J/(kg.K), Tair (i+1,j)present the air temperature at the row 

i+1 and column j, Tair (i,j)is the air temperature at the row i and 

column j, h_conv correspond to the convective exchange coefficient 

between the cell surface and the ambient air (W/(m².K)), S is the 

exchange surface between the cell and the ambient fluid (m²), Ts (i,j) 

present the temperature of the surface of the cell located on the row 

i and column j and Tair (i,j)  is  the temperature of the air at the row 

i and column j. 

Figure 5 illustrates the process for computing the temperature of 

cells in the first vertical row. The arrangement of cells and the 

different heat transfers within the battery pack are illustrated in 

Figure 6.  

  

Figure 5. Representation of the heat transfers distribution between the 

cells of the first vertical row. 

 

  

 

Figure 6. Representation of the heat transfers distribution between the 

cells of a battery pack. 

3. Results and discussion 

 Simulation results at the cell level: 

Tests were first performed at the cell level to check the relevance 

of the model using characteristics of cells often used in HEV 

batteries. The parameters of the cylindrical cell chosen for the tests 

are detailed in Table 2. A comparison was performed between the 

results obtained experimentally in D. Allart’s thesis work [13] and 

those derived from the Simulink model for charge and discharge 

currents, presented in the form of analogous squared signals at the 

model's input. The results are presented in Figure 7. The profile of 

the surface and core temperature curve for the Simulink model 

closely resembles that of Allart's thesis [13]. In our model, the 

surface temperature reaches its maximum at 42 °C, while a value of 

43 °C is reported in the thesis. This difference can be attributed to 

the fact that the heat capacity of the cell is estimated to be 3 layers in 

the Simulink model, whereas it is estimated for only one layer in the 

thesis model. As a result, the mass of each layer differs slightly from 

that used for the cell in the thesis. Another potential explanation for 

this temperature difference could be the overestimation of the 

convection exchange surface between the cell and the ambient air in 

our model compared to the value provided in the thesis.  

Another test was performed with currents obtained from a WLTC 

driving cycle used as input. The aim was to check if the values of 

temperature increases obtained for one cell were consistent with the 

literature [12, 14]. The WLTC on which tests are based is presented 

in Figure 9. 

Table 2. Parameters of an 18650 LFP cylindrical cell used for validation 

tests. 

Geometrical parameters 

Number of layers 3 

Thickness (mm) 0.0045 

Radius (m) 0.009 

Mass (kg) 0.0128 

Electrical parameters 

Current intensity (A) 3.6 

Internal resistance (Ohm) 0.004 

Thermophysical parameters 

Thermal conductivity (W/m.K) 0.65  

Heat capacity (J/kg/K) 1280  

Convective transfer coefficient 
(m2.K) 

20  

Fluid temperature (°C) 20  
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Figure 7. Results obtained by the Simulink model for a 18650 LFP 

cylindrical cell. 

Throughout the vehicle’s acceleration phases, the power 

generated and supplied by the battery rises as the battery discharges. 

Similarly, the power generated and recovered by the battery 

increases as its current load escalates during deceleration phases. 

The curves depicted in Figure 9 illustrate the temperature increase in 

a cylindrical cell and the fluctuations in current and generated power 

corresponding to the WLTC cycle used and illustrated in Figure 8. 

Figure 8. Speed curve of a 1000 second WLTC driving cycle. 

The temperature increase remains below 3 °C for a convection 

coefficient of 10 W/(m²·K) and a power of up to 40 W per cell. These 

temperature rises are consistent with experimental data documented 

in the literature for this cell type under similar power and test 

conditions [13]. Furthermore, it is observed that during vehicle 

acceleration or deceleration, the cell internal temperature increases 

because of the current flowing through the layers, heating up the 

cells. When the vehicle is stopped, with no power required and 

generated by the battery, the cell temperature decreases due to 

convection at its surface. The results obtained are consistent and 

realistic, capturing the physical phenomena experienced by the cells. 

The results obtained from the previous test allowed us to visualize 

the one-dimensional temperature evolution within the various layers 

of the cell, as shown in Figure 10. The temperature of the first layer, 

corresponding to the core of the cell, is higher than that of the other 

layers. This is because the central region of the cell retains heat for a 

longer duration, requiring successive transfers between the layers 

before dissipating the accumulated heat through convective flow to 

the outer layers. 

Another test was to compare the results from the Simulink model with 

those of another model using the "Simscape" library, which incorporates 

pre-implemented physical and thermal computational functions. 

 

Figure 9. Simulink model results for a WLTC cycle: electric current in 

the cell (a), thermal power generated in the cell (b) and cell temperature 

profile (c). 

 

 

Figure 10. Cell temperature evolution within a cell. 

The input conditions and parameters for both models were identical. 

The objective of this test was to observe the impact of parameters and 

equations used in the Simulink model to achieve similar results with the 

Simscape model. The test was conducted at an ambient temperature of 

0 °C and a convective flux of 15 W/(m²·K). Initial physical parameters 

used in both models were the same based on values provided in Table 2. 

The temperature profiles obtained for the two models are depicted in 

Figure 11. Similar temperature rises of 2.2 °C and 1.7 °C were observed 

for the Simulink and the Simscape model of a three-layer cell 

respectively. The temperature difference between the two models may 

be attributed to the distinct calculation method used for the convective 

heat dissipation. The approximations made in the Simulink model, as 

well as the unknown approximations in the Simscape model, could also 

account for this temperature difference. The absence of accessible 

details regarding the approximations made by the Simscape model 

prevents conclusive remarks on this matter. Both models had identical 

input conditions, currents, and thermophysical parameters for the cell 

layers. These tests thus provided an alternative means of validating the 
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coherence and reliability of the Simulink model.  

 
Figure 11. Temperature profiles obtained with the Simulink (a) and the 

Simscape models (b).  

 Simulation results at the battery pack level: 

Like for the cell model, validation tests were conducted to ensure the 

physical coherence of the model's behavior at the battery pack level. 

These tests primarily focused on examining the core and air temperature 

profiles of LFP cylindrical cells. The cell temperature values were 

derived from the temperature calculation carried out for a single cell. 

Consequently, the core temperature of the initial cell allowed the 

calculation of the core, surface, and ambient air temperatures for the 

remaining cells. The parameters used for the validation tests for the 

battery model are shown in Table 3.  

Table 3. Parameters of 18650 LFP cylindrical cell used in the battery 

pack model for validation tests. 

Cell thermophysical parameters 

Number of cells 12 

Thermal conductivity 
(W/m/K)  

0.65 

Radius (m) 0.009 

Mass (kg) 0.0128 

Internal resistance (Ohm) 0.004 

Air thermophysical parameters 

Air density (kg/m3) 1.225 

Air mass flow (kg/s) 0.001 

Heat capacity (J/kg/K) 1004 

Convective transfer 
coefficient (W/m2.K) 

5 

Fluid temperature (°C) 20 

Figure 13 illustrates the variations in surface and air temperature 

surrounding the cells in a battery pack comprising four rows in parallel 

and three rows in series. It can be observed that the air temperature 

surrounding each cell is marginally lower than the surface temperature 

of the cells. This discrepancy is attributed to the transient mode during 

which the dissipated heat flow relies on a temperature difference, 

resulting in the cell surface being warmer than the air. Consequently, 

four distinct groups of air temperature, corresponding to the heating of 

the air between the four rows of cells in series, can be identified. The 

model effectively accounts for the heating of the air along the parallel 

rows. Conversely, cells situated farthest from the air inlet exhibit the 

highest temperatures, with the air temperature in the first row being at 

room temperature (20 °C). These outcomes are aligned with physical 

realities and are consistent with similar experimental models 

documented in the literature [12, 14-15], thus reflecting that the model 

is functional.  

4. Conclusions 

In this paper, the method used to conceive an accurate lithium-ion 

battery model is provided. This model comprises a simulation of the heat 

generated within a single battery cell, each cell being represented by a 

three-layer stacking, as well as the heat transfers occurring between the 

cells contained in a battery pack subjected to multiple consecutive 

charge and discharge cycles. Using heat transfer equations and 

equivalent circuit models, the thermal behaviour of a battery pack and 

each of its individual cells is modelled accurately. Simulations were 

carried out and compared to experimental data available in the literature. 

The results obtained from the model have shown good correlation with 

those data. The model built in this work accurately simulates the 

temperature evolution within an individual cell and the heat transfers in 

a battery pack. At the cell level, the heat generation modelled was very 

close to the one illustrated in the literature, both following a single 

charge-discharge cycle and the different charge-discharge cycles 

generated by a WLTC standardized driving cycle. The evolution of the 

temperature of the cell, from the core to the surface, was consistent with 

experimental observations. The comparison between the Simulink 

model built in this work and a Simscape model built from pre-

implemented physical and thermal computational functions was another 

proof of the relevancy and accuracy of the model. At the battery pack 

level, the method heat transfers between the cells, showing consistent 

heat propagation between the different rows of the pack in series and in 

parallel. To improve the model further, several works will be carried out 

in the future such as implementing the failure cases and their consequent 

thermal runways, considering the thermal losses by radiations, or 

comparing the simulation results with experimental data for other cell 

chemistries (NMC, NCA, …).  

An additional validation step involved comparing the results obtained 

from the Simulink model with those generated by an alternative model 

built using the Simscape library, which includes pre-configured physical 

and thermal computation components. 

In the end, this model will be implemented in a complete battery 

simulation platform aiming to accurately model the electrical, thermal, 

and ageing behavior of a battery.  
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ABSTRACT 
 
This study examines the seismic vulnerability of reinforced concrete structures in Mozambique, focusing on the effects of seismic 

action on structural performance and safety. Due to a lack of seismic-specific regulations in Mozambique, many structures are 

built without considering earthquake resilience. This research evaluates a reinforced concrete building's response to seismic forces 

using modal analysis by response spectrum, guided by Eurocode 8 standards. The study begins with an overview of Mozambique's 

seismic history, geological features, and high-risk regions. It also explores structural design practices in the context of 

Mozambique’s limited regulatory framework (REBAP/RSA). Using Robot Structural Analysis Professional software (2020), we 

conduct a modal analysis to assess structural behavior beyond the elastic range. Our results indicate maximum displacements of 

1.7–1.9 cm and basal shear forces of 1,423–1,282 kN in the X and Y directions, respectively. Floor drift ranges from 0.28 to 0.83, 

with modal data showing that the first mode, dominated by torsion (86.06%), compromises seismic resilience. The second mode 

exhibits a translation in the X direction with a modal participation of 96.83%, while the third mode shows a translation in the Y 

direction with a modal participation of 98.74%. These findings imply the structure lacks adequate torsional resistance, potentially 

endangering its seismic integrity. Future research should explore model variations and analyze structural responses on different 

types of soil. Investigating optimized building designs to meet seismic demands in Mozambique and globally could improve safety 

in earthquake-prone areas. 
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1. Introduction 

1.1. Background 

Mozambique has experienced over 256 earthquakes with 

magnitudes exceeding 2.5 since 1973. Active seismicity across 

Mozambique, particularly in the central and northern regions seismic 

events have caused considerable damage, including the destruction 

of approximately 300 residential units. The most significant 

earthquake happened on February 22, 2006, with a magnitude of 7.0 

on the Richter’s scale, which caused 5 deaths, 28 injuries, destruction 

of more than 280 houses, and more damages. This earthquake 

underscored the vulnerability of existing structures, 160 shops, and 

five schools in Espungabera, Beira, and Chimoio.  

To address these challenges, civil engineering professionals in 

Mozambique often adopt international standards for structural 

design to quantify the effects of seismic activity. The most 

commonly used standard is Eurocode 8, which establishes general 

guidelines for designing earthquake-resistant structures, including 

performance requirements, compliance criteria, and safety 

verification for limit states. Eurocode 8 also covers geotechnical 

factors, such as ground conditions and seismic action, 

acknowledging that the interaction between soil and structure is 

fundamental to a structure's seismic performance. Understanding 
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soil properties, including parameters for resistance, stiffness, and 

damping, is therefore essential. This study includes parametric 

analysis, a historical overview of seismic activity in Mozambique, 

and geological characterization, aiming to identify proximity to 

active faults and determine ground type to define seismic action 

parameters accurately 

1.2. Seismic Analysis 

1.2.1. Modal analysis by response spectrum  

This analysis method is applicable when a structure’s geometry 

does not satisfy the requirements of the lateral force analysis method. 

It enables seismic analysis of structures with linear behaviour, 

providing insights into time-dependent responses, particularly the 

maximum response values. Therefore, all responses from vibration 

modes that significantly impact the overall structural response must 

be considered. A mode's contribution is considered significant if the 

sum of its effective modal masses exceeds 90% of the total mass of 

the structure and each modal mass is greater than 5% of the total 

mass. If these conditions are not met, the required number of 

vibration modes can be determined using the following formulas in 

Eq. (1) and Eq. (2): 

𝑘 ≥ 3 × √𝑛        (1) 

𝑇𝑘 ≤ 0.20𝑠        (2) 

Where: 

n – represents the number of floors above the foundation; 

k – represents the number of modes considered; 

T k – represents the period of mode k. 

According to [1], two vibrations are considered independent, 

while combining modal responses, if the period of the subsequent 

mode is equal to or less than 90% of the preceding mode's period. 

If this condition is unmet, a more complex approach, such as the 

complete quadratic combination (CQC), should be applied. 

In cases where a spatial analysis model is adopted, the effects 

of accidental torsion must also be considered, as they introduce 

torque moments within the structure. Eurocode 8 (EC8) 

recommends calculating these moments are calculated using Eq. 

(3): 

𝑀𝑎𝑖 = 𝑒𝑎𝑖 × 𝐹𝑖               (3) 
Where: 

Mai – represents the torque moment of the vertical axis applied to the 

floor i; 

and ai – represents the accidental eccentricity of the mass on the floor 

i; 

Fi – represents the horizontal force applied to floor i, in all directions. 

 

The M ai value must be defined taking into account both signs, 

positive and negative, in order to properly characterize the effect of 

the eccentricity of the masses on the structure. The seismic 

combination should be considered using the following Eq. (4) and 

Eq. (5): 

𝐸𝐸𝐷𝑋 "+" 0.30 × 𝐸𝐸𝐷𝑌                   (4) 

𝐸𝐸𝐷𝑋  × 0.30 " + " 𝐸𝐸𝐷𝑌                 (5) 

Where: 

EEDX – represents the stresses resulting from the application of 

seismic action as a function of the horizontal x-axis of the structure; 

EEDY – represents the stresses resulting from the application of 

seismic action as a function of the orthogonal horizontal y-axis of 

the structure. 

1.3. Mozambican Seismic Context 

According to [2], concerns about seismic risk in Mozambique 

were quite low, until the earthquakes of February 2006 which 

accentuated the reality of the risk. Although the prioritization of 

seismic risk assessment in Mozambique remains open to debate 

amidst various competing issues, it would be imprudent for 

professionals in the construction industry to continue designing and 

building structures without accounting for earthquake resilience. 

1.3.1. Regions Prone to Seismic Events in Mozambique 

Seismically active areas in Mozambique are located primarily 

along the African Rift Valley and the Mozambique Channel. The 

Rift Valley divides near Lake Victoria, located between Kenya, 

Tanzania, and Uganda, forming two branches: the Western branch, 

which includes Lakes Tanganyika and Niassa and terminates in 

central Mozambique, and the Eastern branch, which extends along 

Kenya and ends in southern Tanzania. The difference in separation 

speeds within the Rift partly explains why seismic activity in 

Mozambique's southern Rift areas is less intense and frequent than 

in the northern regions. However, USGS data indicates that 

Mozambique has experienced consistent seismic activity over the 

past 33 years, with most of Southern Africa’s seismic activity 

associated with the East African Rift system. 

It is also important to note that cities like Maputo and Beira face 

an added risk from tidal waves, or tsunamis, which may result from 

seismic or underwater disturbances as presented in Fig. 1. Provinces 

within this zone should therefore be prepared for these additional 

potential hazards [3]. 

Fig 1. Seismic risk map of Mozambique as per WHO. Dark green: very 

low risk (0 – 0.2 m/s 2), light green: low risk (0.2 – 0.8 m/s 2), yellow: 

medium risk (0.8 – 2.4 m/s 2). The blue circle represents the occurrence of 

an earthquake on a scale of 7.0 to 7.9 MW (Source: adapted from the 

WHO by the Author, 2024) 

1.3. Historical Context of Mozambican Seismic Events 

Before 1973, three major events had been recorded. The first was 

on May 10, 1951, with a magnitude of 6.0 and an epicentre 

approximately 100 km from Beira. The second and third occurred 

on July 20 and September 20, 1957, respectively, around 200 km 
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from Chimoio and Beira; both recorded at the JOH station in 

Johannesburg with a magnitude of 6.0 [3]. 

Since 1973, data from the US Geological Survey [4] show that around 

256 earthquakes with magnitudes greater than 2.5 have occurred 

throughout Mozambique. Notably, over 87.5% of these had magnitudes 

above 4.0, with at least 25 earthquakes reaching 5.0 or higher—

generally considered the minimum on the Richter scale for plate 

movements capable of causing structural damage. The majority of 

seismic activity in Mozambique is classified as shallow, with 210 

recorded earthquakes originating at depths less than 10 km, while only 

17.97% of events had foci deeper than 33.3 km. Most of these 

earthquakes were attributed to normal or strike-slip faults as illustrated 

in Fig. 2. Moreover, according to the [4], the largest earthquake recorded 

in the Rift Valley since 1900 reached a magnitude of 7.0, with an 

epicentre in the Machaze district of Manica province at an approximate 

depth of 10 km. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Distribution of seismic activity and representation of epicenters in 

Mozambican territory, between 1973 and February 2024 (Source: adapted 

from the USGS by the Author, 2024) 

Based on data provided by [4], there has been an increase in 

seismic activity in the central area of Mozambique since February 

2006. This phenomenon has been so frequent that approximately 

37.5% of the earthquakes recorded by the USGS since 1973 were 

observed throughout 2006. Most of the epicentres of these seismic 

phenomena are located in the Machaze district, in the province of 

Manica. 

 Largest Earthquake Occurred in Mozambique 

The largest earthquake recorded in Mozambique occurred on 

February 22, 2006, in Machaze, Manica province, with a magnitude of 

7.0 as shown in Fig. 3. According to [3], this earthquake damaged at 

least 160 buildings in Espungabera, Beira, and Chimoio, as well as the 

water supply system in Chitobe. Approximately 300 homes, 8 shops, 

and 5 schools were affected, along with the degradation of the 

Inhambane and Maxixe jetties, necessitating emergency intervention. [2] 

noted that the Machaze earthquake to have been caused by the rupture 

of a previously unidentified fault, which presumably might have been 

an ancient, slow-moving fault or a new structure associated with the 

southern propagation of the Rift.  

The occurrence of a high-magnitude earthquake in an unexpected 

location underscores the need for thorough seismic vulnerability 

assessments in Mozambique, as there may be additional, unidentified 

faults near critical infrastructure. Considering these factors is essential 

during the structural design phase to account for potential earthquake 

impacts across the country. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Machaze Earthquake Geographical Location (Source: adapted from 

the USGS by Author, 2024) 

1.4. Mozambican Geological Context 

   Mozambique is located on the eastern margin of the African 

Plate, at the southern end of the East African Rift, which delimits the 

two parts of the African plate that separates it, the Nubian Plate and 

the Somali Plate, and extends from the Gulf of Aden in the north to 

the south of Mozambique, for more than 3,000 km [5]. 

[6] estimated that the Eastern branch of the Rift extends 

southwards to the Southwest Indian Ridge and that the degree of 

separation of the Rift is estimated at around 8.3 ± 1.9 mm/year in the 

Gulf of Aden region and 3.6 ± 0.5 mm/year in the intersection zone 

of the Eastern branch of the Rift with the ridge, due to persistent 

seismicity along the Mozambique Channel as illustrated in Fig. 4. 

Such extensions along the Rift began around 45 million years ago. 

The first faults around emerged 30 Ma ago in Ethiopia and 

propagated southwards, with the first faults at the southern end of the 

Western branch of the Rift emerging around 10 Ma ago [3]. 

The Rift is moderately developed in the North and Center of the 

country, where Lakes Niassa and Chirua are located. [2] describes 

the geology of Mozambique in two-thirds of the country's surface, 

consisting of crystalline rocks older than 570 Ma, Precambrian 

terrains, in which tectonic elements resulting from collision 

processes between plates predominate. 
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Fig 4. The complex of tectonic faults in East Africa. (Source: adapted from 

Fonseca, 2010) 

This is shown by the occurrence of plateaus configured mainly in 

the Central and Northern regions of the country, in detail, the 

plateaus of Niassa, Mueda, Chimoio, and Angónia, as well as the 

main mountainous formations consisting predominantly of 

Chimanimani Massif, Maniamba Mountain Range, and the Chire-

Namuli Formations. [2], also states that “the remaining surface is 

made up of sedimentary rocks less than 570 Ma old, Phanerozoic 

terrains, in which tectonic elements resulting from the opening of the 

Indian Ocean, associated with the break-up of the supercontinent 

Gondwana, and tectonic elements resulting from the advance of the 

Rift are found”. 

1.5. Mozambique Seismic Monitoring Infrastructure 

Until the 12th of February 2024, Mozambique did not have an 

independent seismic data analysis and processing centre. Only after 

the inauguration of the Geology laboratory in the KaMubukuana 

Municipal District in Maputo City did Mozambique become capable 

of identifying earthquakes in real time and accurately and efficiently 

determining the coordinates of earthquake epicentres. This is why 

seismic event data was made available on the USGS website, which 

was the fundamental source of data on the date of occurrence, 

location, magnitude, duration, and depth of earthquakes in 

Mozambique. It should be noted that this research only includes 

information on events from 1973 onwards. 

1.6. Review of National Regulations 

The fact that seismic risk is partially reduced in Mozambican 

territory the various priorities that occurred in the country during the 

years of civil war and the presence of other more devastating natural 

disasters, culminated in the lack of specific regulations for seismic 

dimensioning in Mozambique. 

1.6.1. Limitations of the Existing Regulations 

According to the information proclaimed by the Ministry of 

Public Works and Housing (MOPH) of the Republic of 

Mozambique cited by [7], “the regulation in force for the 

dimensioning of reinforced concrete structures is the Regulation for 

Reinforced and Prestressed Concrete Structures (REBAP, 1983), 

and for the quantification of static actions it is the Regulation for 

Safety and Actions for Building and Bridge Structures (RSA, 1983)”. 

It should be noted that the referenced regulations are full versions of 

the Portuguese regulations, and no adaptation has been made, 

especially for the quantification of actions for the Mozambican 

context. Although the REBAP presents implicit construction 

provisions that consider the effects of seismic action, the 

quantification of this action, as set out in the RSA for Portugal, has 

been disregarded in structural design in Mozambique. 

According to [8], the development of the RSA and REBAP has 

been in effect for some time now, which increases the need for a 

review and respective update. Furthermore, although these 

regulations present some concepts similar to EC8, defined for the 

improved ductility class, they do not make them applicable 

conditions in practice. Because these regulations advocate a design 

in which the structure presents a linear behavior that aims to resist 

seismic action fundamentally through the resistant capacity of the 

structural elements in an elastic regime. 

EC8 suggests a new philosophy called “Capacity Design”, which 

allows for non-linear analyses to be carried out, both static (pushover) 

and dynamic. This type of analysis allows for a more realistic 

assessment of the behavior of structures, representing their response 

when subjected to seismic actions more reliably. Although the 

results of the survey conducted for this research do not represent the 

universe of civil engineering professionals in Mozambique, some 

consider that the use of RSA and REBAP are essentially 

conservative in nature, since they lead to the oversizing of structures, 

which may provide greater lateral resistance when subjected to 

seismic excitations. 

1.6.2. Differences Between the Existing Regulation and 

Eurocode 8 

According to [8] aspect that denotes the need for a review of the 

RSA, “is the fact that it does not refer to any verification associated 

with the limitation of damages, one of the major differences between 

the two regulations, thus highlighting the importance that EC8 gives 

to the limitation of economic losses”. It is also worth noting that in 

the RSA, seismic action is considered a variable action, and therefore 

has a probability of exceeding 5% in 50 years. Therefore, we are 

faced with a disparity between a return period of 475 years defined 

in EC8 and the 975 years established in the RSA. Concerning 

seismic zoning, enormous changes arise in EC8, compared to that 

established in the RSA, decimating the lack of coherence of the RSA, 

whose zoning is unique and developed according to distant seismic 

action, since, depending on whether distant seismic action or close 

seismic action is considered, there will be different epicentre 

positions. 

Concerning the types of ground conditions, it is also worth noting 

the greater rigour on the part of EC8, which considers five types of 

ground conditions, unlike the RSA, which establishes three types of 

ground conditions. The aim is therefore to achieve a more defined 

and coherent classification, which is consistent with the values 

defined in the response spectra, which show considerable differences 

in spectral acceleration depending on the type of soil in question, 

thus justifying the need for a more cautious and demanding 

discretization of the different types of terrain. Therefore, regarding 

the representation of seismic action, both present two types of 

seismic action, in detail, the moderate magnitude earthquake at a 

small focal distance and the greater magnitude earthquake at a 

greater focal distance. Regarding ductility classes, a similar scenario 

is noted between structures with the low ductility class in EC8 and 

the Normal Ductility structures recommended in REBAP. “As for 
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the Medium and High ductility classes of EC8, there is a significant 

difference to REBAP in that it only presents an additional ductility 

class called Improved Ductility. Therefore, there is no direct 

relationship between classes, however, Improved Ductility 

structures are similar to Medium Ductility structures (MCD)” [8]. 

Given these and other aspects, and so that the effect of seismic 

action is precisely defined and quantified in the best possible way, 

Eurocode 8 was drawn up, which emerges as a European regulatory 

standard for structural dimensioning in the face of seismic action, 

and which replaces part of the regulations relating to seismic action 

that apply to Portugal, namely RSA and REBAP, which, having 

been drawn up more than thirty-seven years ago, are now outdated 

and have some omissions that need to be filled. 

1.6.3. Safety Verification of Structural Elements based on EC8 

EC8 and EC2 provide important rules for verifying safety, relating 

to beams and columns. In this context, an approach is made to the 

geometric constraints, the quantification of sizing actions and the 

verification of the ultimate limit state. 

2. Materials and modeling 

2.1. Characterization of the Building  

The building considered in this research is intended for 

institutional use as shown in Fig. 5. It consists of 3 floors with a 

ceiling height of 3.00 m, in a reinforced concrete frame of footings, 

piles, rectangular pillars of (0.20x0.80) m2, (0.20x1.00) m2 and 

circular ones with a radius of 0.30 m and 0.35 m, beams of 

(0.20x0.50) m2, (0.20x0.60) m2 and (0.20x0.70) m2 and slabs with a 

thickness of 20 cm and 22 cm. All floors are intended to serve the 

offices and services related to UNICEF activities. The building has 

a total area of 818.00 m 2, distributed by floor according to the Table 

1.Fig 5. Main facade of the building under study (Source: adapted from 

ArchiCad 24.0.0 INT Component by Author, 2024) 

Table 1. Description of the building areas (Source: adapted from project by 

Author, 2024) 

Floor Gross Area (m2) Height (m) Function 

Ground floor 261.80 3.00 Office 

1st Floor 277.55 3.00 Office 

2nd floor 278.65 3.00 Office 

Terrace 108.75  Warehouse 

Total 926.75 9.00  

The data in Table 1 were obtained from the architectonic project 

of the building, where the area of each individual floor was 

calculated due to the building's varying geometric forms across 

different floor. Since it is a private building, we must protect the 

interests of the owners. Therefore, readers who require detailed 

access to the floor plans should contact the authors.   

2.2. Geographical Location  

  The building under study, namely the UNICEF Offices, is located 

in Maputo City, at Avenida do Zimbabwe, No. 1422/1440, 

Sommerschield Burgh, Plot No. 141B/399 in the District of 

Sommerschield, Kampfumo, on a regular plot of land with plan 

dimensions of 18x78, and with the following coordinates (Lat: -

25.954963, Long: 32.59 4350) as presented in Fig. 6. 

Fig 6. Main facade of the building under study (Source: adapted 

from ArchiCad 24.0.0 INT Component by Author, 2024) 

2.3. Structural Materials 

  In order to ensure the building's resistance to seismic action in 

plastic regimes, the structure is composed of reinforced concrete, 

resistance class C25/30, and A400 NR SD steel as indicated in Table 

2. 

Table 2. Characteristics of the concrete and steel adopted 

Concrete C25/30 Steel A400 NR SD 

f ck = 25.0 MPa f yk = 400 MPa 

f cd = 16.7 MPa f vd = 348 MPa 

f ctm = 2.6 MPa Es = 200 GPa 

E cm = 31.0 GPa γ s = 78.5 kN/m3 

γ c = 25.0 kN/m3  

2.4. Geotechnical Conditions 

   Based on the variability like the soil, a geotechnical assessment 

carried out by [9] indicates that the building has deep foundations 

consisting of bored concrete piles with a diameter of 0.60 m and a 

length of 18 m and 20 m to take into account the expected 

settlements and the bearing capacity of the soil. Due to the low 

bearing resistance of the soil, the length of the pile was dimensioned 

considering the friction resistance, limited to 75 kPa. The transition 

between the piles and the pillars is made by concrete blocks with a 

height of 0.80 m, joined by earth beams with sections ranging from 

(0.35x0.80) m2 to (0.30x0.60) m2.  

2.5. Acting Actions 

An action represents any agent capable of producing significant 

states of tension or deformation in any structural element (Testino, 

2023) are presented in Table 3. 
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2.5.1. Permanent actions 

Table 3 summarizes the permanent actions considered in the 

structural analysis, including the self-weight of materials such as 

reinforced concrete and steel, as well as additional loads from slab 

coverings and masonry walls. 

Table 3. Quantification of permanent actions (Source: adapted by Author, 

2024) 

Permanent Actions Load 

DL Reinforced Concrete 25.0 kN/m3 

DL Steel 78.5 kN/m3 

SIL Slab Covering (Ground floor, 1st floor ) 1.2 kN/m2 

SIL Slab Covering (2nd floor) 2.0 kN/m2 

SIL Slab Covering (Terrace) 1.5 kN/m2 

SIL Internal masonry wall 1.5 kN/m2 

SIL External masonry wall 6.4 kN/m2 

2.5.2. Variable Actions 

    The building belongs to categories B and C5, relating to the 

office and warehouse areas, with the presence of a non-accessible 

roof of category H as illustrated in Table 4. 

Table 4. Values of overloads and combination coefficients (Source: 

adapted from EC1 and EN 1990 by Author, 2024) 

Category of 

areas 

Category qk 

(kN/m2 ) 

Coefficients 

Ψ0 Ψ1 Ψ2 

Floors B 3.0 0.7 0.5 0.3 

C5 5.0 0.7 0.7 0.6 

Non-accessible 

roof 

H 1.0 0 0 0 

Where: 

qk - Value of uniformly distributed overload; 

Ψ0, Ψ1, Ψ2 - Combination coefficients. 

2.5.3. Thermal Actions 

According to EC2, it is not necessary to consider the effects of 

thermal action, since the building's dimensions in the plan are less 

than 30 m. 

2.5.4. Wind Action (WD) 

Based on EC1, the parameters adopted to quantify the effects of 

wind action are as given in Table 5: 

Table 5. Parameters adopted to quantify wind action according to EC1, 

1991 

Zone Classification Zone B vb = 30 m/s 

Terrain Category Type II z0 = 0.05 m; z min = 

3.0m 

Peak dynamic pressure qp (z)  qp (z) = 1.23 kN / m2 

In any case, it was found that wind action is less conditioning 

when compared to seismic action. 

2.5.5. Seismic Action (SE) 

To characterize the seismic action in the analysis of the building 

under study, the fundamental principles of EC8 were considered. As 

such, the definition of seismic action is based on acceleration 

response spectra, which reveal the seismic movement on the ground 

surface, having two quantities, vertical component and horizontal 

component. However, for this project, only the horizontal seismic 

action was considered. While designing seismic action, a parametric 

study of the site must be carried out, with a view to defining the 

characterization of the seismic zone under study, the typology of the 

terrain where the structure is located as shown in Table 9, the 

importance class of the structure as given in Table 7, and the 

acceleration on the surface [9] as presented in Table 8. 

2.5.5.1. Characterization of the Seismic Zone 

   According to the [11], the study site is located in a low seismic 

risk zone, with earthquakes that cause surface acceleration of up to: 

PGA < 0.8 m/s 2 as indicated in Table 6. 

Table 6. The reference value of maximum acceleration 

Region Seismic Action agR (m/s 2 ) 

Maputo 
Type 1 0.8 

Type 2 0.8 

2.5.5.2. Terrain Type 

The building under study is considered to be located on a Type D 

terrain, described as a “deposit of non-cohesive soils of low to 

medium compactness, with or without some strata of soft cohesive 

soils, or of predominantly cohesive soils of soft to hard consistency” 

[12]. 

2.5.5.3. Importance Class 

Table 7 presents the importance coefficients (𝛾₁) used for seismic 

analysis, based on EC8 guidelines. For Importance Class II buildings, 

a value of 1.00 is applied for both interplate and intraplate seismic 

actions. 

Table 7. Importance coefficients 𝜸 1 (Source: adapted from EC8 by the 

author, 2024). 

Importance 

Class 

Seismic Action Type 1 

(Interplate) 

Seismic Action Type 2 

(Intraplate) 

II 1.00 1.00 1.00 

2.5.5.4. Surface Acceleration 

   Having defined the reference value of the maximum acceleration 

and the importance coefficient, it becomes possible to define the 

value of the surface acceleration through the following expression in 

Eq. (6): 

𝐴𝑔 = 𝛾1 × 𝐴𝑔𝑅       (6) 

Where: 

Ag – calculation value of the surface acceleration; 

γ1 – importance coefficient; 

A gR – represents the reference value of the maximum acceleration 

of the ground. 

Table 8. Surface acceleration values (Source: adapted from EC8 by the 

Author, 2024). 

Region Seismic 

Action 

AgR (m/s 
2) 

𝜸 1 Ag (m/s 
2) 

Maputo Type 1 0.8 1.0 0.8 

Type 2 0.8 1.0 0.8 

2.5.5.5. Soil Coefficient 

   Assuming that the surface acceleration value is Ag ≤ 1 m/s 2, the 



Edson da Graça M. Cumbe et al.               Engineering Perspective 5 (2): 68-84, 2025 

75 

soil coefficient is defined based on the following expression in Eq. 

(7): 

𝑆 = 𝑆𝑚𝑎𝑥                   (7) 

2.5.5.6. Other Parameters for Characterizing Seismic Action 

Table 9 shows the values of key parameters for the elastic response 

spectrum on terrain type D, based on EC8. The parameters vary 

depending on whether the seismic action is Type I (interplate) or 

Type II (intraplate), with notable differences in the period values. 

Table 9. Values of the remaining parameters of the elastic response 

spectrum for action Type I and II seismic (Source: adapted from EC8 by 

the Author, 2024) 

Terrain Type S 

max 

T B (s) T C (s) T D (s) 

D (Type I Earthquake) 2.0 0.1 0.8 2.0 

D (Type II Earthquake) 2.0 0.1 0.3 2.0 

2.5.5.7. Horizontal Elastic Response Spectrum of Acceleration 

   With the characterization factors of the seismic action obtained, 

the horizontal elastic response spectrum of acceleration Se (T) was 

defined, which represents the horizontal seismic action of the ground 

movement as shown in Fig. 7 and Fig. 8. This spectrum is 

determined by [12] according to the following expression Eq. (8): 

𝑇𝑐 ≤ 𝑇 ≤ 𝑇𝐷 ∶ 𝑆𝑒(𝑇) = 𝐴𝑔 × 𝑆 × 𝜂 × 2,5 × [
𝑇𝐶

𝑇
]         (8) 

Where: 

Se (T) – elastic response spectrum; 

T – vibration period of a linear system with one degree of freedom; 

Ag – design value of the acceleration at the surface; 

TB – represents the value of the lower limit of the spectral 

acceleration period; 

TC – represents the value of the upper limit of the spectral 

acceleration period; 

TD − value that defines the beginning of the branch displacement in 

the response spectrum; 

S – represents the soil coefficient; 

η – represents the damping correction coefficient, with the reference 

value η = 1 for 5% viscous damping. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7. Type I elastic response spectrum recommended for type D ground 

with 5% damping (Source: adapted from EC8 by the Author, 2024) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 8. Type II elastic response spectrum recommended for type D ground 

with 5% damping (Source: adapted from EC8 by the Author, 2024) 

2.6. Action Combinations 

   The study of action combinations is carried out to study the most 

unfavourable effects that the structure may be subjected to. These 

combinations are analyzed for Service Limit States (SLS) and 

Ultimate Limit States (ULS) are presented in Table 10 and Table 11. 

Table 10. Project Action Combinations (Source: adapted by Author, 2024) 

Case Analysis Type Combination 

1 ULS 1.35 × (𝐷𝐿 + 𝑆𝐼𝐿) +1.5 × 𝐿𝐿 

2 SLS 1.00 × (𝐷𝐿 + 𝑆𝐼𝐿) +1.0 × 𝐿𝐿 

3 Seismic 1.00 × (𝑆𝐸𝑋 + 𝑆𝐸𝑌)  

4 Seismic X 1.00 × (𝐷𝐿 + 𝑆𝐼𝐿)+1.0 × 𝐿𝐿 + 1.0

× 𝑆𝐸𝑋 

5 Seismic Y 1.00 × (𝐷𝐿 + 𝑆𝐼𝐿)+1.0 × 𝐿𝐿 + 1.0

× 𝑆𝐸𝑌 

6 𝐸𝐸𝐷𝑋 "+" 0.30

× 𝐸𝐸𝐷𝑌 

1.00 × 𝑆𝐸𝑋 + 0.30 × 𝑆𝐸𝑌 

7 𝐸𝐸𝐷𝑋  × 0.30 "

+ " 𝐸𝐸𝐷𝑌 

0.30 × 𝑆𝐸𝑋 + 1.00 × 𝑆𝐸𝑌 

2.6.1. Partial's Coefficients Security (𝜸) and coefficients 

combination (ѱ) 

Table 11. Partial Coefficients security and adopted coefficients 

combination (Source: adapted of EC0 by Author, 2024) 

Action 
Partial's Coefficients (𝜸) Coefficients (ѱ) 

Favourable Unfavorable Ѱ 0 Ѱ 1 Ѱ 2 

Permanent 

Actions 

DL 1.35 1.00 - - - 

SIL 1.35 1.00 - - - 

Variable 

Actions 

LL 1.50 0.00 - - - 

TL 1.50 0.00 0.6 0.5 0.0 

IF 1.00 0.00 - - - 

WD 1.50 0.00 0.6 0.2 0.0 

2.7. Effect of Seismic Action, Modeling and Structural 

Analysis 

To ensure that the objective of the earthquake-resistant design 

based on EC8 is achieved, two levels of seismic verification arise, 

namely, the requirement of non-collapse and the requirement of 

damage limitation. These requirements are fundamental for the 
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structure to have good seismic performance. The complexity of 

manually calculating structural elements, to obtain a dynamic and 

elastic structural analysis, demands the use of an automatic 

calculation tool. Therefore, to carry out this analysis, AutoDesk 

Robot Structural Analysis Professional 2020 was used, in which 

all the structural and geometric characteristics of the building 

were defined, including the acting actions. Based on the created 

model, a structural analysis was carried out using the appropriate 

analysis method prescribed by EC8, namely the modal analysis by 

response spectrum about the consideration of the effect of seismic 

action. 

2.7.1. Effects of Seismic Action 

In order to analyze the effects of seismic action on the building 

under study, the structural characterization of the building was 

carried out and the regularities in plan and height were checked, 

with emphasis on the ductility class and the value of the behavior 

coefficient, to obtain the response spectrum for calculation based 

on EC8. 

2.7.2. Structural Characterization of the Building 

Based on the geographical location of the building under study 

and a preliminary description of the geometric dimensions of the 

structural elements, a structural characterization was carried out, 

considering that the building was designed based on the basic 

principles of EC8, proving useful for ensuring the fundamental 

requirements of non-occurrence of collapse and damage limitation. 

From this perspective, the building incorporates the solution of 

uncoupled reinforced concrete walls that start from the 

foundations and extend to the terrace, which is characterized by 

the presence of beams, pillars and walls that support the 

gravitational loads coming from the solid slab floors. 

2.7.2.1. Regularity in Plan 

The building's plan shows that the structure, although it appears 

to be regular in plan, meets the slenderness criterion, in which in 

the largest direction, the structure is 18.00 m and in the smallest, 

it is 14.80 m, which results in a slenderness of 1.22, which is less 

than the 4 recommended in EC8. And, because it has a compact 

plan, with setbacks that do not affect the rigidity of the floor in the 

plan. This is not because it does not present symmetry in relation 

to all dimensions of the building x and y, thus compromising the 

verification of the regularity criterion in the plan is given as Eq. 

(9). 

𝜆 =
𝐿𝑚𝑎𝑥

𝐿𝑚𝑖𝑛
=

18,00 𝑚

15,20 𝑚
= 1,18 ≤ 4            (9) 

Where: 

𝐿𝑚𝑎𝑥– largest dimension in plan of the building; 

𝐿𝑚𝑖𝑛– smallest dimension in plan of the building. 

2.7.2.2. Regularity in Height 

In accordance with EC8, the following checks were carried out 

for the building under study: 

 The lateral load-bearing systems, in particular the frames and 

the core (stairwell), are not interrupted from the foundations 

to the top of the building; 

 The lateral stiffness and mass of each floor show a gradual 

reduction, with no sudden variations, from the base to the 

terrace of the building structure; 

 The building does not have set-back floors, so the conditions 

relating to this type of situation are not required to be 

checked. 

As such, it can be concluded that the building under study is 

regular in height. 

2.7.3. Behavior Coefficient 

The behavior coefficient (q) is a parameter used to perform 

calculations with the aim of reducing the forces obtained in a 

linear analysis, representing an approximation of the ratio 

between the seismic forces, in which the structure is in an elastic 

response regime, with 5 % damping, and the seismic force, with 

non-linear behavior where showed in Table 12. It should be noted 

that the behavior coefficient is associated with the material and 

depends on the regularity in height and plan, the ductility class 

and the structural system is calculated sing Eq. (10). 

𝑞 = 𝑞0 × 𝑘𝑤 ≥ 1,5                     (10) 
 

Where: 

𝑞0– basic value of the behavior coefficient; 

𝑘𝑤 – coefficient that reflects the predominant failure mode in 

structural wall systems. 

Table 12. Value of the behavior coefficient in a regular system in height 

(Source: adapted from EC8 by the Author, 2024) 

Structural Type DCM 

Uncoupled wall system 3.0 

2.7.3.1. Calculation Response Spectra based on EC8 

After calculating the behavior coefficient “q”, a reduced 

response spectrum was defined in relation to the elastic response 

spectrum as given by Eq. (11). This reduction allows the 

evaluation of the energy dissipation capacity of the structure as 

illustrated in Fig. 9 and Fig.10. 

𝑇𝑐 ≤ 𝑇 ≤ 𝑇𝐷;  ≥ 𝛽 × 𝐴𝑔 ∶ 𝑆𝑑(𝑇) = 𝐴𝑔 × 𝑆 × 2,5 × [
𝑇𝐶

𝑇
]   (11) 

Fig 9. The response spectrum of calculation for Type I seismic action by 

the behavioral coefficient, q = 3.0 (Source: adapted from MATLAB by 

the Author, 2024) 
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Fig 10. The response spectrum of calculation for Type II seismic action 

by the behavioral coefficient, q = 3.0 (Source: adapted from MATLAB 

by the Author, 2024) 

2.7.4. Structural Modeling 

To model the structure of the building under study, the 

AutoDesk Robot Structural Analysis Professional software, 

version 2020, was used, defining the geometric characteristics, the 

materials in relation to the structural elements and the actions 

subjected to the structure with the respective calculation 

combinations. 

2.7.4.1. Modeling Methodology 

Based on the structural characterization of the building and the 

classification of the structural system, the building under study 

sought to follow this process of modelling the different structural 

elements and the acting actions, making simplifications possible. 

Therefore, to obtain the structural model of the building and 

determine the forces to which it is subject, the modelling was 

carried out according to the following methodology: 

 Definition of the geometry as illustrated in Fig. 11; 

 Definition of the materials and structural elements; 

 Definition of the loads and combination of the actions. 

2.7.4.2. Definition of Geometry 

In Robot Structural Analysis Professional 2020, the design of 

the structure's geometry is carried out by defining a structural 

mesh consisting of a three-dimensional grid, made in accordance 

with the positioning of the structural elements and their respective 

midlines (structural axes) as presented in Fig. 12. It should be 

noted that this project is of an existing structure, in which 

measurements were carried out to obtain a more realistic 

representation of what exists on the ground, and at the same time 

the safety terms of the ULS and SLS conditions defined by 

Eurocodes were followed. 

2.7.4.3. Definition of Materials and Structural Elements 

To design the structural model in the calculation software, it 

was essential to define the materials and cross-sections of the 

respective structural elements. The materials were defined based 

on the characteristics described a priori for the structural 

materials. 

 

 

Fig 11.3 D model of the structure in Robot Structural Analysis 

Professional 2020: Main elevation and Rear elevation, respectively 

(Source: adapted from Robot by the Author, 2024) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 12. Definition of the structural axis (Source: adapted from Robot by 

the Author, 2024) 

Regarding the elements, two types of structural elements were 

defined: 

 Bar elements (Frame), which represent the 2-node finite 

elements; 

 Shell elements (Shell), which represent the 4-node finite 

elements. 
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2.7.4.3.1. Columns and beams 

The columns and beams were introduced with the help of axes, 

to guarantee the accuracy of the definition of their coordinates, 

and were defined in the model as bar elements (Frame) as shown 

in Fig. 13. Following EC8, and to account for the effect of 

cracking, the elastic stiffness to bending and shear force was 

reduced by 50% in both directions of the reinforced concrete bar 

elements. Regarding the modelling of the beams, their axis was 

positioned to coincide with the floor level. 

 

Fig 13. Definition of the columns and beams, respectively (Source: 

adapted from Robot by the Author, 2024) 

2.7.4.3.2. Slabs 

The slabs were modelled as shell elements using the Floor 

option, which allows the representation of homogeneous slabs, 

taking into account the effects of cross-sectional deformation as 

presented in Fig. 14. To obtain more accurate results, the slabs 

were discretized by converting the architectural project into a 

Robot, to trace the slab contours and also respect the rigid 

diaphragm condition on the floors. 

2.7.4.3.3. Stairs 

The stairs were not incorporated into the modelling of the 

structure of the building under study. To quantify the actions 

obtained by the existence of the stairs, a gravity shear load of 2.5 

kN /m was defined on each floor and the stair core walls. 

2.7.4.3.4. Staircase core walls 

All the walls of the staircase core were modelled from the shell 

elements as Illustrated in Fig. 15. 

2.7.4.3.5. Definition of Loads and Combination of Actions 

The self-weight of the structural elements is considered 

automatically in Robot Structural Analysis Professional (2020). 

Meanwhile, the loads of the non-structural elements and the 

overloads were introduced into the model as surface and linear 

loads uniformly distributed on the slabs and beams, as applicable, 

and were defined based on the action table presented above.  

To quantify the effect of the seismic action, the calculated 

response pectra (Sd (T)) were inserted into the model according 

to EC8 for the two seismic actions related to the Mozambican 

territory as presented in Fig. 16. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 14. Definition of slabs (Source: adapted from Robot by the Author, 

2024) 

Fig 15. Definition of the walls 

 

Fig 16. Definition of loads and types of loads 
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2.7.4.4. Simplifications adopted 

The modelling of the building under study addresses three 

specificities that stand out: the modelling with equivalent sections 

of the structural elements, the disregard of the soil/structure 

interaction as illustrated in Fig. 17, since a perfect embedment of 

the supports at the base is considered, and the modelling of a rigid 

diaphragm at the level of the floors. 

 

Fig 17. Definition of the embedded supports 

2.7.5. Structural analysis 

The analysis of the demands is carried out through a 3D spatial 

calculation, using matrix stiffness methods, considering all the 

elements that define the structure: columns, walls, beams and 

slabs. In short, the structure is discretized into bar-type elements, 

bar mesh and nodes, subject to the action of vertical and horizontal 

loads. The models are of flat lattice structures, arranged in a 

rectangular grid that allows the following hypotheses: 

 The structure's behavior is geometrically and physically 

linear, corroborating the principle of superposition of 

effects; 

 The floors establish non-deformable diaphragms in their 

plane; 

 The horizontal forces, which result from the dynamic 

analysis of the three-dimensional structure, are based on a 

uniform distribution of the mass across the entire surface of 

the floors, and act at the level of each floor. 

 The static calculation is performed by solving the following 

system of linear equations as Eq. (12): 

[𝐾] × {𝑈} = {𝑅}                      (12) 

Where: 

[𝐾]– represents the stiffness matrix; 

{𝑈}– represents the displacement vector; 

{𝑅} – represents the load vector. 

 The dynamic analysis is performed by solving the following 

dynamic equilibrium system of equations, which relates the 

movement of the ground to the response of the structure is 

calculated using Eq. (13): 

𝑀ű + 𝐶ů + Ku = 𝑀ű𝑔                   (13) 

Where: 

𝑀– represents the mass matrix; 

𝐶– represents the damping matrix; 

K– represents the stiffness matrix; 

ű𝑔– represents the ground acceleration; 

ű, ů I – represent the acceleration, velocity and displacement of 

the structure, respectively. 

2.7.5.1. Limit State of Cracking 

For the situations in which it is intended to verify the cracking 

limit state, the following methodology is followed. According to 

[13], the cracking limit state is considered satisfied if the 

characteristic value of the crack width ωk, at the level of the most 

tensioned reinforcement, does not exceed the value of 0.40mm for 

structural elements with exposure class XC1 and 0.30mm for 

structural elements belonging to other exposure classes. The 

characteristic opening crack value, ωk, is calculated by using the 

following expression Eq. (14) defined by Eq.(15), Eq.(16), Eq. 

(17), Eq. (18) and Eq. (19): 

 𝜔𝑘 = s𝑟,𝑚𝑎𝑥(𝜀𝑠𝑚 −  𝜀𝑐𝑚)                  (14) 

 

Where: 

s𝑟,𝑚𝑎𝑥 − k3𝑐 + k1k2k4φ/ρp,eff             (15) 

 

εsm − εcm = σ𝑠 − k𝑡 × 𝑓ct,eff/ρp,eff × (1 + α𝑒 × ρp,eff))/E𝑠 ≥
0.60 × σ𝑠/E𝑠                    (16) 

 

α𝑒 = E𝑠/E𝑐𝑚                     (17) 

 

ρp,eff = A𝑠/A𝑐,𝑒𝑓𝑓                    (18) 

 

c – longitudinal reinforcement cover; 

k 1 = 0.8 for high bond bars;  

k 2 = 0.5 for bending or = 1.0 for pure tension; for eccentric tension 

k 2 = (ε1 + ε2)/(2ε1);                   (19) 

k 3 = 3.4; 

k4 = 0.425 

2.7.5.2. Limit State of Deformation 

The verification of the limit state of deformation is carried out 

following the Eurocode 2 standard, which specifies that in most 

structures the deformation for the quasi-permanent combination 

of actions must be limited to L/250. However, whenever the 

deformation induced by a certain element of the structure can 

cause damage to fragile elements, such as masonry walls or 

coatings, the deformation after the execution of the element or 

finishing in question must be limited to L/500. 

The long-term deformation can be estimated using the 

following expression Eq. (20): 

 𝑎∞ = 𝑎𝑐(𝑞𝑝) × (1 +  ϕ)                   (20) 

Where: 

ac (qp) = elastic deformation due to the quasi-permanent 

combination; 

ϕ = creep coefficient (adopted value = 2.00). 

So, the value of long-term deformation (mm) for all floors is 9mm 

≤ L/500 = 6.40/500 ≈ 13mm. 

2.7.5.3. Classification of the structural system 

The classification of the structural system was carried out 

following EC8, considering the uncoupled wall system, with the 
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ductility class DCM, since the resistance to basal shear stress is 

ensured by most of the columns, which end up being considered 

as walls, since the following condition is verified h ≥ 4b, and is 

also guaranteed by the core of the stairs, which is also considered 

a wall system. The structure of the building under study does not 

have beams coupling the structural walls, to ensure the lateral 

resistance of the building through its deformation capacity and a 

potential for shear rupture, which culminates in the classification 

of the uncoupled wall system as given by Eq. (21). 

ℎ ≥ 4𝑏                     

80 𝑐𝑚 ≥ 4 × 20 𝑐𝑚                  (21) 

Where: 

ℎ- represents the length of the column; 

𝑏- represents the width of the column. 

2.7.5.4. Modal Analysis by Response Spectrum 

To carry out the analysis of the structural seismic vulnerability 

of the building under study, a modal analysis by spectrum was 

carried out, which makes it possible to obtain the vibration modes 

of the structure and their respective periods and related 

frequencies. The period related to each vibration mode gives us 

the time that the structure takes to perform a complete oscillation, 

while the frequency shows us the number of complete oscillations 

performed per second during the occurrence of an earthquake. 

From the modal analysis by spectrum, the mass participation 

factors were determined in each direction and for each vibration 

mode, thus making it possible to analyze the effects of each of the 

modes on the global response of the structure of the building under 

study are calculated using Eq. (22) and Eq. (23). Minimum 

number of modes: 

  𝑘 ≥ 3 × √𝑛 = 3 × √4  =                       (22) 

Vibration period of the last mode:    

𝑇𝑘 ≤ 0.20s                                    (23) 

2.7.5.5. Horizontal seismic forces 

The previously defined and represented calculation response 

spectrum was inserted into Robot Structural Analysis Professional 

(2020). After applying the response spectra in the respective 

directions, the value of the basal shear forces acting on the base of 

the structure in response to the displacements caused by the 

seismic action was obtained. 

“These forces depend, in addition to the earthquake and the 

components that characterize it in the response spectra, on the 

masses above the ground, that is, on the gravitational forces that 

vibrate and also on the fundamental frequency of the building” [3]. 

2.7.5.6. Accidental Torsion Effects 

   Through the accidental effects of torsion, it becomes possible 

to quantify the uncertainty in the location of the masses 

throughout the useful life of the structure and the spatial variation 

of the seismic movement. The accidental eccentricity of the center 

of mass in each floor i can be calculated, which according to EC8 

will be displaced by approximately 5% in each direction about its 

nominal position, according to the following formula in Eq. (24), 

Eq. (25) and Eq. (26): 

𝑒𝑎𝑖 = ±0,05 × 𝐿𝑖          (24) 

𝑒𝑎𝑥 = ±0,05 × 𝐿𝑥 = ±0,05 × 18 𝑚 = 0.90 𝑚      (25) 

𝑒𝑎𝑦 = ±0,05 × 𝐿9 = ±0,05 × 15.2 𝑚 = 0.76 𝑚      (26) 

Where: 

𝑒𝑎𝑖– represents the accidental eccentricity of the mass of floor i; 

𝐿𝑖  – represents the dimension of the floor in the direction 

perpendicular to the direction of the seismic action. 

Based on EC8, the accidental effects of torsion are defined as 

the envelope of the effects resulting from the application of static 

loads composed of sets of torsional moments, around the vertical 

axis z, subjected to each floor i. From the following expression, 

the torsional moments can be calculated in both directions X and 

Y using Eq. (27), Eq. (28) and Eq. (29): 

𝑀𝑎𝑖 = 𝑒𝑎𝑖 × 𝐹𝑖          (27) 

𝑀𝑎𝑥 = 0.90 𝑚 × 1423 𝑘𝑁 = 1 280,7kNm             (28) 
𝑀𝑎𝑦 = 0.76 𝑚 × 1282 𝑘𝑁 = 974,32 𝑘𝑁𝑚       (29) 

Where: 

𝑀𝑎𝑖 – represents the torsional moment of the vertical axis z, 

applied to the floor i, in kNm; 

𝑒𝑎𝑖− represents the accidental eccentricity of the mass of floor i, 

for all directions X and Y considered, in meters; 

𝐹𝑖 − represents the horizontal force acting on the floor i, 

determined for the X and Y directions, in kN. 

 

2.7.5.7. Calculation of Maximum Displacements of the 

Structure 

  With the help of the automatic calculation program, Robot 

Structural Analysis Professional (2020), the maximum 

displacements of the structure in the x and y directions were 

calculated, considering that the structure is subjected to complete 

quadratic combinations of modal displacements to obtain the final 

value of seismic actions. Thus, the displacements are obtained 

from the following equation Eq. (30): 

𝑈𝐹𝑖𝑛𝑎𝑙 = 𝑈𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑜 × 𝑞         (30) 

Where: 

𝑈𝐹𝑖𝑛𝑎𝑙– represents the final displacement of the structure in the 

linear analysis; 

𝑈𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑜– represents the displacement obtained from the linear 

analysis from the application of the calculation response spectrum. 

2.7.5.8. Calculation of Relative Displacements between Floors 

(Drift) 

  The evaluation of the relative displacements between floors is 

carried out directly in Robot Structural Analysis Professional 

(2020). Damage limitation control is carried out following EC8, 

which defines that for buildings with non-structural elements 

made of fragile materials fixed to the structure, the displacement 

between floors (dr) must be limited to using Eq. (31): 

𝑑𝑟 = 0.005
ℎ

ν 
                  (31) 

Where: 

ℎ– represents the height between floors; 
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ν– represents the reduction coefficient equal to 0.40 for type I 

earthquakes and 0.55 for type II earthquakes. 

2.7.5.9. Second-Order Effects 

Second-order effects, when compared with first-order effects 

resulting from the actions and geometric irregularities of the 

structure, represent the additional effects resulting from the 

deformation of the structure. Therefore, it is imperative to check 

the value of the sensitivity coefficient to relative displacement 

between floors (θ), and based on EC8, second-order effects are not 

considered if the following condition given in Eq. (32) is met on 

all floors: 

Ɵ =
𝑃𝑡𝑜𝑡×𝑑𝑟

𝑉𝑡𝑜𝑡×ℎ
≤ 0,10                     (32) 

Where: 

Ɵ– represents the sensitivity coefficient to relative displacement 

between floors; 

𝑃𝑡𝑜𝑡 – represents the total gravity load from all floors above the 

floor considered, including this one, in the seismic design 

situation; 

𝑑𝑟 – represents the design value of the relative displacement 

between floors, analyzed as the difference between the average 

lateral displacements at the top and bottom of the floor considered; 

𝑉𝑡𝑜𝑡  – represents the total seismic shear force on the floor under 

analysis; 

ℎ– represents the height between floors. 

   For situations where the sensitivity coefficient to relative 

displacement between floors (θ) is less than or equal to 0.10, 

second-order effects do not need to be considered. If the value of 

the coefficient θ is between 0.10 and 0.20, the seismic forces 

should be increased by a factor equal to 1/(1-θ), and in no case 

should the value of the coefficient q be greater than 0.30. 

3. Results and discussions 

3.1. Linear Analysis Results  

The tables of the mass values considered in the definition of the 

dynamic characteristics of the structure, such as the periods, 

frequencies, modal participation values and the due percentage of 

mass contribution for each mode are presented in Table 13. 

Regarding the first three vibration modes as illustrated in Fig. 

18 and Fig. 20, it can be seen that the 1st Mode has the largest 

modal share (as shown in Fig. 18), which is related to torsion at 

86.06%, while the 2nd mode presented in Fig. 19 has a translation 

in the X direction at 96.83% and the 3rd Mode as illustrated in Fig. 

20 with a translation in the Y direction at 98.74%. The periods of 

1st, 2nd and 3rd modes of vibration are 1.10, 1.05 and 0.81, 

respectively. It is worth remembering that these data are 

calculated from the response spectra proposed by Eurocode 8 

combined with the ground accelerations proposed by the World 

Health Organization for Mozambique. With this, it was possible 

through the Robot to calculate the frequencies, periods and modal 

participation values of the structure, thus allowing us to 

understand that this structure is more influenced by the type II 

earthquake, as it presents high frequencies. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 18. 1st vibration mode of the structure (Source: adapted from Robot 

by the Author,2024) 

3.2. Maximum Displacements of the Structure 

The results of the modal analysis below show that the 

maximum displacements are between 1.7 and 1.9 centimetres as 

indicated in Table 14. It is worth noting that the maximum 

displacements are calculated in each direction. 

Table 14. Values of maximum displacement of the structure under study 

(Source: adapted from Robot by the Author, 2024) 

Case 

Maximum displacements (cm) 

X Direction Y Direction 

𝒒 𝑼𝒑𝒓𝒐𝒋 𝑼𝑭𝒊𝒏 𝒒 𝑼𝒑𝒓𝒐𝒋 𝑼𝑭𝒊𝒏 

1 3.0 0.10 0.30 3.0 0.10 0.30 

2 3.0 0.33 1.00 3.0 0.33 1.00 

3 3.0 0.40 1.20 3.0 0.40 1.20 

4 3.0 0.13 0.40 3.0 0.13 0.40 

5 3.0 0.40 1.20 3.0 0.57 1.70 

6 3.0 0.23 0.70 3.0 0.33 1.00 

7 3.0 0.43 1.30 3.0 0.63 1.90 
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Fig 19. 2nd vibration mode of the structure (Source: adapted from Robot 

by the Author, 2024) 

3.3. Basal Shear of the Structure 

To assess the basal cut values, the seismic combinations were 

analyzed in each direction, to verify the basal cut values by 

spectral acceleration in all directions. It should be noted that the 

period used to calculate the shear force at the base was 0.81s, 

which corresponds to the 3rd vibration mode of the structure, 

since this of the three modes considered presents the most 

unfavorable frequency, thus constituting the perfect simulation for 

calculating the basal shear force as presented in Table 15. 

Table 15. Basal shear force values (Source: adapted from Robot by the 

Author, 2024) 

Shear base 

Basal shear force 

(kN) 

Seismic 

coefficient (β) 

X Direction earthquake 1,423.00 0.127 

Y Direction earthquake 1,282.00 0.115 

3.4. Relative Displacements between Floors (Drift) of the 

Structure 

Regarding the relative displacements between floors of the 

structure in the X and Y directions, these were calculated to 

comply with the criteria prescribed in regulation EC8, for the 

control of the limitation of the damage presented in Table 16. It 

should be noted that this was calculated considering the 

earthquake with the shortest return period, that is, the conditioning 

earthquake. 

Table 16. Drift between floors of the structure (Source: adapted from 

Robot by the Author, 2024) 

Floor 

Relative displacements (cm) 

X Direction Y Direction 

𝛎  𝒉 𝒅𝒓 𝛎  𝒉 𝒅𝒓 

Ground floor 0.55 3.05 0.28 0.55 3.05 0.28 

1st Floor 0.55 6.10 0.55 0.55 6.10 0.55 

2nd Floor 0.55 9.15 0.83 0.55 9.15 0.83 

Fig 20. 3rd vibration mode of the structure (Source: adapted from Robot 

by the Author, 2024) 

3.5. Second Order Effects 

There is no need to check for second-order effects in the 

structure since the sensitivity coefficient to relative displacement 

between floors (θ) is less than or equal to 0.10. 

3.6. Earthquake Conditioning 

The structure under study is rigid and has a small number of 

floors and, as verified, the structure has high frequencies and low 

periods, which causes the structure to vibrate faster. Because of 

this, the structure tends to be more conditioned by type II 

earthquakes, also known as near-earthquakes, since they 

predominantly have higher frequencies. 
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Table 13. Frequencies, Modal Periods and Modal Participation Factors of the Structure under Study 

Where:  

CUX – represents the modal participation of the structure's rotation in the x direction; 

CUY – represents the modal participation of the structure's rotation in the y direction. 

RUX – represents the modal participation of translation of the structure in the x direction; 

RUY – represents the modal participation of translation of the structure in the y direction

Therefore, when the fundamental frequency of the building 

tends to equal the frequency of the earthquake, a phenomenon 

called resonance occurs, where the vibrations amplify the effect 

of the earthquake on the structure. 

3.7. Evaluation of Results 

After performing the structural seismic analysis of the building 

under study, it was found that it meets the EC8 criteria, regarding 

the minimum number of modes considered in the analysis ( 𝑘 =
6 ≥ 𝑘𝑚𝑖𝑛 = 6)and the vibration period of the last mode, which is 

less than (𝑇6 = 0.16𝑠 ≤ 0.20𝑠), therefore the modal analysis can 

be considered valid, and the modes considered present a 

significant contribution since the sum of the effective modal 

masses is greater than 90% of the global mass of the structure and 

all modal masses are greater than 5% of the structure. 

Furthermore, this structural system can be defined as non-

resistant, that is, not stable, although it is not subject to drastic 

translational deformations in x and y, and torsion. As stated, the 

first three modes were crucially evaluated because they are 

decisive in characterizing the deformation mode of the structure 

under study. After this analysis, it was found that the structure 

does not respond satisfactorily to the displacements imposed by 

the action of earthquakes. Due to the torsion effect observed in the 

first vibration mode, the first two vibration modes must be 

characterized by a translational movement, thus compromising 

the structural seismic resistance of the building under study. 

The translation in x observed in the 2nd vibration mode is also, 

in a certain way, crucial to the seismic response of the building, 

due to the unfavourable arrangement of the walls, since 90% of 

them are arranged in the same direction, which means that the 

structure is favourable to the translational movements in Y 

observed in the third vibration mode. Faced with this dilemma, in 

this case, the translation in X, an in-situ solution is occasionally 

found, which is the existence of neighbouring infrastructures 

protecting the structure against seismic action in this direction. 

4. Conclusions 

- The primary purpose of this study was to conduct a 

comprehensive seismic analysis of a three-story reinforced 

concrete building to assess its vulnerability and structural 

integrity under earthquake conditions, ensuring safety and 

resilience in seismically active regions. 

- The building displayed high frequencies and low periods 

across vibration modes, indicating a tendency for rapid 

vibration under seismic action. It was found to be more 

influenced by Type II (high-frequency) earthquakes, which 

led to torsional displacement in the 1st mode (86.06%) and 

translational displacements in the X (96.83%) and Y 

directions (98.74%) for the 2nd and 3rd modes, respectively. 

- While the building met basic EC8 criteria for seismic analysis 

(i.e., six vibration modes considered and a final mode period 

of 0.16s), several structural vulnerabilities were observed. 

Wall orientations contributed to heightened translational 

movements, especially in the X direction (90% of walls 

oriented along X). Torsion was dominant in the 1st mode, 

indicating a need for adjustments to improve seismic 

resilience in similar structures. 

- The Maximum displacements were between 1.7 cm and 1.9 

cm in the X and Y directions, underscoring areas of concern 

under seismic forces. The basal shear force reached 1,423 kN 

in the X direction and 1,282 kN in the Y direction, with a 

seismic coefficient of 0.127 and 0.115, respectively, which 

aligns with the most critical seismic mode at a period of 0.81s. 

Recommendations and Future Prospects: 

- Given Mozambique’s seismic risk areas, especially in 

Maputo, Beira, and Rift Valley provinces (Niassa, Sofala, 

Manica, Tete, Inhambane, and Gaza), there is a dire need for 

Localized Seismic Standards to allow structures to better 

withstand regional seismic events based on accurate local 

data. Development of national standards could address 

specific site conditions, while parametric studies would help 

correlate local seismic characteristics with those in other 

standards like Eurocode 8. 

- For new buildings in seismically active regions, 

recommendations include a diverse wall arrangement to 

distribute seismic forces evenly, incorporation of cross-walls 

to enhance stiffness and stability, use of advanced modeling 

techniques and nonlinear analysis for detailed structural 

behavior assessment, implementation of deep foundations 

and consideration of soil-structure interaction, and regular 

structural inspections and seismic retrofitting as necessary. 

These measures aim to improve the seismic resilience of new 

constructions and ensure their safety and integrity. 

Case/Mode Frequency 

(Hz) 

Period(s) RUX (%) RUY (%) CUX (%) CUY (%) Total mass Ux 

(t) 

Total mass Uy 

(t) 

40/1 0.91 1.10 86.06 5.50 86.06 5.50 1117.28 1117.28 

40/2 0.95 1.05 96.83 75.63 10.77 70.13 1117.28 1117.28 

40/3 1.23 0.81 98.27 98.74 1.44 23.12 1117.28 1117.28 

40/4 4.25 0.24 99.37 98.95 1.10 0.20 1117.28 1117.28 

40/5 4.55 0.22 99.81 99.74 0.44 0.79 1117.28 1117.28 

40/6 6.26 0.16 99.85 99.92 0.03 0.18 1117.28 1117.28 



Edson da Graça M. Cumbe et al.               Engineering Perspective 5 (2): 68-84, 2025 

84 

- Establishing a national seismic observatory could provide 

Mozambique with independent seismic data collection, 

promote research into localized seismic design approaches 

and minimize losses. 

- Future research should consider the assessment of structural 

responses across different building geometries and soil types 

to establish best practices. Furthermore, the evaluation of the 

effectiveness of traditional construction practices concerning 

seismic resistance in Mozambique, as well as the 

investigation of the relationship between disorderly urban 

development and seismic vulnerability should also be 

explored. 
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ABSTRACT 
 
In this study, the effect of welding wire feed speed on penetration quality in the gas metal arc welding method (GMAW), which 

is widely used in the automotive industry, was investigated in terms of product safety and quality. In the gas metal arc welding 

robots used in automotive production, the welding process is carried out through communication between the robot and the gas 

metal arc welding machine within predetermined parameters. In the study, 3 mm thick 6224 ERD steel was used and overlap 

welding was applied for experimental analysis. Among the gas metal arc welding parameters, welding current, wire diameter, and 

gas flow rate were kept constant, while wire feed speed was considered as the only variable. Starting from 2 m/min, the welding 

wire feed speed was increased by 2 m/min in each test, reaching up to 12 m/min, resulting in a total of 6 different experiments. The 

test results were evaluated based on metallographic analyses to determine the macro and microstructures of the welds. According 

to the findings, it was observed that penetration increased as the welding wire feed speed increased. However, it was also determined 

that beyond a certain optimum value, the increased welding speed had a negative effect on weld bead width and length. Accordingly, 

the optimum welding wire feed speed was suggested for achieving the appropriate penetration and maintaining weld quality. 
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1. Introduction 

The continuous growth of the global population has led to a 

substantial increase in energy demand [1]. This situation has 

intensified competition among companies and generated a strong 

expectation for manufacturing methods that simultaneously offer high 

quality and low production costs. The utilisation of robots in gas 

welding has become pervasive to enhance customer satisfaction and 

ensure product quality. To mitigate human-related errors, gas 

welding operations are increasingly conducted with a robot serving 

as the carrier. This method is favoured by manufacturers seeking to 

produce welds that are free of errors, while maintaining minimal 

production time and maintaining product quality at a certain level [2-

4]. The effect of wire feed speed on weld penetration depth in 

GMAW welding has been demonstrated to be significant for many 

types of metallic materials. As the wire feed speed increases, the 

welding current also increases in the constant voltage weld supply 

systems, which in turn increases the heat input and weld penetration 

depth [5-8]. However, this relationship between wire feed rate and 

penetration and also weld current may not be linear. At elevated wire 

feed speeds, the collective travel speed necessary to sustain a stable 

weld pool can counteract some of the benefits gained from elevated 

current values. Furthermore, the arc becomes more constricted at 

higher wire feed speeds, which can marginally reduce penetration 

due to reduced amount of heat input into the weld pool of which its 

average temperature between the center and the edge of the weld 

pool is considerably different; a condition of high cooling rate due 

to small volume of weld pool [9-12]. Higher wire speeds can result 

in a more constricted arc, which can slightly reduce penetration and 

lowering wire speed can be advantageous for specific joints, such as 

outside corners, to prevent excessive penetration and regulate the 

weld profile. In addition, it can be concluded that wire feed speed is 

one of the most significant factors controlling weld penetration in 

GMAW welding. While increasing wire feed speed does indeed 
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increase penetration, the relationship is complex and further factors, 

such as travel speed, must be considered. Adjusting wire feed speed 

is a key method by which welders can control and optimize weld 

penetration [13-16, 17]. Wire feed speed is one of the most important 

factors controlling weld penetration, but its effect is complex and 

interactive with welding speed. Increasing wire speed leads to 

increased penetration, but at very high speeds, faster travel becomes 

necessary, which can counteract this gain. It is therefore essential for 

welders to adjust both parameters to optimize weld penetration for 

each specific welding application [5, 18-21]. 

In this study, the effect of welding wire feed speed on penetration 

was investigated by overlap welding with 3 mm thick 6224 ERD 

steel on a gas metal arc welding robot. The weld wire feed rate was 

chosen between 2 m/min and 12 m/min. Metallographic 

investigation was carried out for determining the penetration and 

weld macro and microstructures. 

2. Materials and Methods 

2.1 Material 

2.1.1 6224 ERD steel sheet material, SG2 welding wire and 

shielding gas 

The chemical composition of the 3 mm thick uncoated commercial 

6224 ERD steel used in the experiments is shown in Table 1 and its 

mechanical properties are shown in Table 2. 

Table 1. Chemical content of 3 mm 6224 ERD steel sheet (wt. %). 
 

C P S Mn Al 

0,07 0,015 0,015 0,35 0,02 

Table 2. Mechanical properties of 3 mm thick 6224 ERD sheet metal 

Yield Stress (MPa) 170 

Tensile Stress (MPa) 400 

Elongation (%) 33 

SG2 quality 1 mm welding wire was used as the welding wire and its 

chemical composition is shown in Table 3 and mechanical properties are 

shown in Table 4. 

Table 3. Chemical composition of SG2 (1 mm) welding wire ( wt.%). 
 

C Si Mn P S 

0,06 0,41 1,1 0,012 0,011 

Table 4. Mechanical properties of SG2 (1 mm) welding wire. 
 

Yield Stress (MPa) 430 

Tensile Stress (MPa) 540 

Elongation (%) 28 

Temperature (°C) -29 

Impact Toughness (J) 70 

Tests were conducted with Manifold 205 mixture gas, which is frequently 

used in industry as a protective gas. The composition properties of the 

mixture gas are given in Table 5. 

Table 5. Gas mixture content of HB 205 standard shield gas (vol. %). 
 

 Ar CO2 O2 

HB 205 93 5 2 

By keeping the current constant in the gas welding robot and 

increasing the welding wire feed speed from 2 m/min to 12 m/min, 

6 overlap welds were made and the test pieces were prepared for 

measuring penetration and microstructural examination. 

2.2 Overlap welding with gas welding robot 

In this study, an ABB brand robot was integrated with a Fronius 

TransPuls Synergic 4000 brand MIG welding machine for the 

welding process. SG2 welding wire was used as the welding wire in 

this study. Figure 1 shows an image of the MIG welding robot 

machine. Ensuring that the wire feed speed works with the correct 

parameters will reduce the consumption of consumable materials 

such as the contact nozzle. After measuring the gas flow, the welding 

gas flow was not reduced below 10 litres per minute to prevent 

welding porosity and ensure penetration. Although gas flow, weld 

current value and surface cleanliness affect the end result, many 

variables affecting weld quality, only the wire feed speed was 

changed. During the test, these variables were kept under control. A 

Tronic Xjl-17 inverted trinocular metallographic microscope was 

used for penetration and microstructure images. The robotic GMAW 

welding operation was performed with six test specimens using the 

values given in Table 6. The current intensity was kept constant, and 

the wire feed speed was increased to 2 meters per minute on each 

part. 

 

 

Figure 1. Welding robot used in this study 

Table 6. Test parameters of weld process 

Specimen Current 

(A) 

Wire 

feed speed 

(m/min) 

Wire 

Diameter 

(mm) 

Gas 

Flow Rate 

(lt/min) 

1. test specimen 135 2 1 10 

2. test specimen 135 4 1 10 

3. test specimen 135 6 1 10 

4. test specimen 135 8 1 10 

5. test specimen 135 10 1 10 

6. test specimen 135 12 1 10 

3. Results and Discussions 

3.1 Weld bead properties and penetration  

The measured results of the welded bead widths of parts obtained 
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by welding the test samples at different wire feed speeds are shown 

graphically in Figure 2. As can be seen from the effect of the wire 

feed speeds, the weld width increases as the amount of weld wire is 

purged into the weld pool increases i.e. due to the accumulated weld 

metal volume. The increase in the feeding rate also means there is 

more weld metal pool volume and hence, the increase in the weld 

width with the amount of weld metal positively affects the heat input 

with respect to higher average weld pool temperature [2, 3]. This is 

related to the frequency of deposition of hot liquid weld metal that is 

present in the weld zone during the welding process. As the 

deposition rate increases the average weld pool temperature 

increases and the heat input is raised due to the elevated number of 

droplets of liquid metal per unit time. On the other hand, the weld 

lengths are generally similar as oppose to the weld bead width [17, 

19, 21]. The increase in the weld bead width is compensated with 

weld bead lengths with respect to the wire feed speed which are 

given in Figure 3. 

 

Figure 2. Weld bead width with respect to wire feed speed 

 

Figure 3. Weld bead length with respect to wire feed speed 

After the welding process, the penetration depths were measured 

and the results are given in Figure 4. According to the results of the 

tests, the weld width increased as the welding wire feed speed 

increased. According to the welding image given in Test specimen 

Figure 5, it is seen that the optimum value of the welding wire feed 

speed is 10 m/min, and the curve in the graph in Figure 2 shows this. 

The weld length measurements also give the same result, and the 

appropriate welding image is obtained at a welding wire feed speed 

of 10 m/min. After the test process, the penetration depths were 

measured and the results are given in Figure 4. 

 

 

Figure 4. Penetration depths with respect to wire feed rate 

As demonstrated in Figure 5, the macro images of the weld seam 

according to the welding wire feed speed are as follows: at a low 

welding wire feed rate, the weld seam was found to be spattered and 

narrow, with an absence of fusion or penetration defects at the edges; 

conversely, at welding feed rates of 4 m/min and above, the welds 

were smooth in appearance and exhibited minimal slag formation on 

the weld seam. The pene-tration depth desired by the main customer 

has reached the op-timum value at the welding wire feed speed of 10 

m/min, and the penetration depth increases as the welding wire feed 

speed increases. The penetration depth of 2, 4, 6 m/min was found 

to be unsuitable in the tests conducted for the production purposes. 

It is noteworthy that the width of the weld end crater increases with 

increasing welding wire feed speed, reaching a maximum at a wire 

feed speed of 12 m/min. This phenomenon can be at-tributed to the 

rise in the average temperature of the weld seam. The increase in the 

amount of molten metal, which is caused by an increase in the 

amount of welding wire rate, results in an in-crease in the 

temperature of the weld pool. This, in turn, as seen in Figure 5, leads 

to an increase in the length of the weld crater [3]. As illustrated in 

Table 10, a clear correlation emerges be-tween the dimensions of 

weld bead craters and their length. The width-to-length ratio appears 

to be increasing dramatically above a wire feed speed of 8 m/min, 

from 0.277 to 0.581 ratio, which is almost double of the original the 

former value. The crater width-to-length ratio is also significant 

when compared to the weld bead width-to-length ratio, which 

records a dramatic jump from 0.312 to 0.579 ratio.  

Weld penetration in GMAW welding is significantly influenced 

by wire feeding speed, as it directly affects the amperage and, 

consequently, the heat input into the weld. Wire feed rate con-trols 

the amount of wire fed into the arc, which in turn deter-mines the 

weld current flow characteristics. Higher current flow generally 

results in greater heat input and deeper penetration [2, 5, 6]. While 

faster wire feed speeds increase amperage and po-tentially 

penetration, they may be offset by the faster travel speeds, increasing 

penetration effect because less time is spent heating any one area [2, 

6, 12]. As the weld travel speed is con-stant in this study, the heating 

effect is elevated in favour of higher weld pool temperature and 

therefore larger weld pool size at higher weld wire feed rate. 
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Figure 5. Appearance of GMAW weld beads deposited at dif-ferent 

weld wire feed rates, a) 2 m/min, b) 4 m/min, c) 6 m/min, d) 8 m/min e) 10 

m/min f) 12 m/min. 

A well-penetrated weld typically exhibits optimal tie-in at the 

weld edges and a flat bead profile, whereas insufficient penetra-tion 

may result in a narrow, convex bead. The relationship between 

welding speed and penetration depth is inversely proportional; as 

welding speed increases, penetration depth decreases due to several 

factors [4, 17, 19]. Faster welding speeds result in reduced time for 

the arc to heat a specific area, leading to de-creased heat input and 

shallower penetration. Increased travel speeds result in the weld pool 

solidifying more rapidly, leading to reduced weld bead width and 

less time available for penetration. Conversely, slower speeds allow 

for deeper weld pools to form due to increased time for the base 

material to melt by absorbing more heat due to heat transfer 

restrictions in large weld pool volumes. However, slower speeds can 

also result in improved penetration due to more time for heat to 

penetrate the metal. However, excessively slow speeds can lead to 

increased spatter and other defects [19-21]. In summary, increased 

wire feeding rate results in decreased penetration depth due to 

reduced heat input and smaller weld pool size, whilst decreased wire 

feeding speed leads to increased penetration depth due to increased 

heat input and longer solidification time. The weld length exhibited 

minimal change with increasing welding wire feed rate, attributable 

to the constant welding feed rate. However, while no change is 

expected, the expansion of the weld deposition and the enlargement 

of the crater due to the effect of the weld heat input indicate that the 

weld is expanding forward or melting of the front of weld pool 

during the welding process [3, 13, 21]. 

As shown in Figure 6, the penetration depths of macrostructures 

are contingent upon the welding wire feed rate. The analysis of these 

macrostructures reveals that optimal weld penetration is achieved at 

weld wire feed rates of 10 m/min and 12 m/min. In contrast, the weld 

seam appearance at 2, 4, and 6 m/min wire feed rates exhibits 

minimal penetration, while welds at 8 m/min and above demonstrate 

substantial penetration. The penetration in the welding process is 

usually directly related to the heat input, which can be related to the 

welding wire diameter, welding travel speed and wire feed rate, 

welding current and arc distance in wire fed systems [3, 4, 11, 14]. 

As a result of the ex-amination of the macrostructure pictures, the 

amount of melting in the base metal can be easily seen. While the 

melting of the base metal is evident at rates exceeding 6 m/min, it is 

more pro-nounced at welding wire feed rates of 10 m/min and 12 

m/min. The melting of base metal is also important in assessing the 

success of the weld bead. It is noticeable that the melting of upper 

sheet is not achieved until 8 m/min wire feed rate and the edges of 

upper sheet metal just under the weld bead disappears at 10 and 12 

m/min wire feed rates successfully. 

Table 7. The widths (W), lengths (L) and Crater Length (CL) of weld 

beads with respect to wire feed rate and relevant correlations between W, L 

and CL values (in mm) . 
 

Wire feed 

rate (m/min) 

Width 

(W) 

Length 

(L) 

Crater 

Length (CL) 

W/L 

2  5.68 20.51 6.4 0.277 

4  6.45 22.79 6.73 0.283 

6  5.66 22.32 7.21 0.254 

8  8.32 24.96 12.25 0.333 

10  10.55 24.72 13.32 0.427 

12  14.98 25.8 14.94 0.581 

 
Figure 6. Cross-sectional macrostructures of GMAW weld beads 

deposited at different welding wire feed rates, a) 2 m/min, b) 4 m/min, c) 6 

m/min, d) 8 m/min e) 10 m/min f) 12 m/min 

4. Conclusions 

The following general results were obtained in this study: 

1. The penetration results of robotic welded seams at welding wire 

feed rates of 2, 4, 6, 10 and 12 m/min show that the optimal wire 

feed rate is 10 m/min and the critical rate is 8 m/min. 

2. As the welding wire feed speed increases, the dimensions of the 
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weld pool crater resulting from the mostly solidification, also change. 

With increasing welding wire feed rate, the weld pool solidification 

crater dimensions increase. 

3. It is hypothesised that the formation of a large weld crater as a 

result of the accumulation of a large amount of weld metal with high 

welding wire feed rate is due to the high average temperature of the 

weld pool. 

4. The large weld pool crater further underscores the correlation 

between weld heat input and weld pool temperature.  

5. The weld pool width is believed to be associated with the in-

creasing quantity of liquid metal droplets. 

6. The weld length exhibited minimal change with increasing 

welding wire feed rate, attributable to the constant welding feed rate. 

However, while no change is expected, the expansion of the weld 

deposition and the enlargement of the crater due to the effect of the 

weld heat input indicate that the weld is expanding forward or 

melting of the front of weld pool during the welding process. 
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ABSTRACT 
 
Road traffic accidents claim approximately 1.25 million lives globally each year, with low- and middle-income countries bearing 

over 90% of these fatalities despite accounting for only 48% of the world's registered vehicles. Sub-Saharan Africa, in particular, 

faces severe road safety challenges due to inadequate infrastructure, weak enforcement of traffic laws, and rapid urbanization. This 

study introduces the Road Safety Performance Index (RSPI), a comprehensive composite index comprising 13 key indicators, to 

evaluate and compare road safety performance across 20 Sub-Saharan African countries. Using 2020 data from reputable sources 

such as the World Bank, government reports, and academic publications, the study employs multiple regression analysis to identify 

critical factors influencing road safety outcomes. 

The results reveal significant disparities in road safety performance across the region. Mauritania emerged as the top performer 

with an RSPI score of 92.03, excelling in areas such as traffic law enforcement and road infrastructure quality. Conversely, Ethiopia 

and Nigeria demonstrated notable opportunities for improvement, particularly in traffic safety law enforcement and pedestrian 

safety measures. Key factors influencing road safety performance include urbanization rates, GDP per capita, alcohol consumption, 

and the quality of road infrastructure. 

The RSPI provides a robust framework for policymakers and stakeholders to prioritize targeted interventions, allocate resources 

effectively, and foster cross-country knowledge exchange. By addressing critical challenges such as poor road infrastructure, 

distracted driving, and urban traffic congestion, Sub-Saharan African countries can significantly reduce road traffic accidents, 

injuries, and fatalities. This study contributes to the growing body of knowledge on road safety in low- and middle-income countries 

and underscores the importance of evidence-based strategies to create safer and more sustainable transportation systems. 
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1. Introduction 

1.1. Background 

Road safety is a critical global public health issue [1-2], with 

road traffic accidents claiming approximately 1.25 million lives 

annually and injuring an additional 20 to 50 million people 

worldwide. These accidents not only result in significant loss of 

life but also impose substantial economic burdens, costing most 

countries between 1% and 3% of their Gross Domestic Product 

(GDP) [3]. While road traffic injuries are a global concern, the 

burden is disproportionately borne by low- and middle-income 

countries (LMICs), which account for 90% of global road traffic 

fatalities despite having only 48% of the world's registered 

vehicles. Within this context, Sub-Saharan Africa stands out as 

one of the most affected regions, with road traffic fatality rates 

significantly higher than the global average. 

The African continent faces unique road safety challenges, 

including inadequate road infrastructure, rapid urbanization, weak 

enforcement of traffic regulations, and limited access to 

emergency medical services. These factors, combined with a 
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growing population and increasing vehicle ownership, have 

exacerbated road safety risks. The situation is particularly 

alarming for the economically productive age group of 15 to 29 

years, which accounts for a significant proportion of road traffic 

fatalities [3]. This demographic impact not only results in the loss 

of precious lives but also has far-reaching socio-economic 

consequences, including reduced workforce productivity and 

increased healthcare costs. 

In Sub-Saharan Africa, road accidents not only result in loss of 

life but also impose significant economic and social costs, costing 

the region billions annually in healthcare expenses, lost 

productivity, and long-term disabilities. These accidents 

disproportionately affect vulnerable road users, including 

pedestrians, cyclists, and motorcyclists, further exacerbating the 

region's road safety challenges. Addressing these issues is critical 

to fostering sustainable development and improving the quality of 

life for millions of people across the continent. 

1.2 Current Situation of Road Safety in Africa 

In Sub-Saharan Africa, road safety remains a pressing concern. 

The region experiences some of the highest road traffic fatality 

rates globally, with an estimated 26.6 deaths per 100,000 

population, compared to the global average of 17.4 deaths per 

100,000 [4]. Rapid urbanization and population growth have 

further strained existing road networks, leading to increased 

traffic congestion, road complexity, and accident risks. Rural 

areas face additional challenges, such as poorly maintained roads, 

limited access to emergency services, and inadequate safety 

measures. 

Despite these challenges, there is growing recognition of the 

importance of road safety across the continent. Governments, 

regional organizations, and non-governmental organizations 

(NGOs) are increasingly prioritizing road safety initiatives, 

investing in infrastructure improvements, public awareness 

campaigns, and enhanced traffic enforcement. Technological 

advancements, such as intelligent transportation systems and 

vehicle safety features, also offer promising opportunities to 

address road safety concerns. However, the lack of 

comprehensive and standardized tools to assess road safety 

performance has hindered the development of targeted and 

evidence-based interventions. 

1.3 Significance of the Study 

This study addresses a critical gap in road safety research by 

introducing the Road Safety Performance Index (RSPI), a 

comprehensive composite index designed to evaluate and 

compare road safety performance across Sub-Saharan African 

countries. While previous studies have examined road safety in 

individual countries, this study introduces a region-wide RSPI to 

enable cross-country comparisons and identify best practices. The 

RSPI integrates 13 key indicators, including road infrastructure 

quality, traffic fatalities, enforcement measures, and socio-

economic factors, to provide a holistic assessment of road safety 

performance. By leveraging data from reputable sources such as 

the World Bank, government reports, and academic publications, 

this study offers a robust framework for benchmarking road safety 

performance and identifying areas for improvement. 

 

The findings of this study have significant implications for 

policymakers, transportation authorities, and stakeholders. By 

highlighting disparities in road safety performance and identifying 

key factors influencing outcomes, the RSPI enables the 

prioritization of targeted interventions, the allocation of resources, 

and the adoption of best practices. Furthermore, this research 

contributes to the global discourse on road safety by providing a 

standardized tool for assessing road safety performance in LMICs, 

where the need for effective interventions is most urgent. 

1.4 Aims of the Study 

The primary aim of this research is to develop and apply the 

Road Safety Performance Index (RSPI) to evaluate road safety 

performance across 20 Sub-Saharan African countries. Specific 

objectives include: 

 Assessing and comparing road safety performance using the 

RSPI and individual indicator scores. 

 Identifying countries with exemplary road safety measures 

and those requiring targeted interventions. 

 Investigating the impact of factors such as road infrastructure, 

traffic behaviour, economic conditions, and enforcement 

measures on road safety outcomes. 

 Providing evidence-based recommendations for policymakers 

and stakeholders to improve road safety and reduce accidents, 

injuries, and fatalities. 

By achieving these objectives, this study aims to contribute to 

the creation of safer and more sustainable transportation systems 

in Sub-Saharan Africa, ultimately saving lives and fostering 

socio-economic development. 

2. Literature review 

2.1 Global Road Safety Challenges 

According to the World Health Organization (WHO), road 

traffic injuries [5] are the 8th leading cause of death globally and 

are projected to rise to the 5th leading cause by 2030 if current 

trends continue. The burden of road traffic accidents is 

disproportionately borne by low- and middle-income countries 

(LMICs), which account for 90% of global road traffic 

fatalities despite having only 48% of the world's registered 

vehicles. This disparity is attributed to factors such as inadequate 

road infrastructure, weak enforcement of traffic laws, and limited 

access to emergency medical services. 

2.2 Socio-Economic Impact of Road Traffic Accidents 

Recent studies have highlighted the profound socio-economic 

impact of road traffic accidents, particularly in LMICs. For 

instance, Wang et al(2017) [6],found that road traffic injuries 

result in significant economic losses, including healthcare costs, 

lost productivity, and reduced quality of life. Their study 

estimated that road traffic injuries cost LMICs between 1% and 

3% of their Gross Domestic Product (GDP), a substantial 

economic burden that hinders development efforts. Similarly, 

Fitzgerald & Landfeldt, 2015 [7],emphasized that road traffic 

accidents disproportionately affect the economically productive 

age group (15–44 years), leading to long-term socio-economic 

consequences for families and communities. 

Further research by Bullard in 2023 and Juillard in 201 [8-9], 

quantified the economic impact of road traffic injuries in Sub-
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Saharan Africa, estimating that the region loses 

approximately $10 billion annually due to road traffic accidents. 

This includes direct costs such as medical expenses and indirect 

costs such as lost income and reduced productivity. The study also 

highlighted the disproportionate impact on vulnerable road users, 

including pedestrians, cyclists, and motorcyclists, who account 

for a significant proportion of road traffic fatalities in the region. 

In addition to economic losses, road traffic accidents have 

significant social and psychological impacts. Nantulya and Reich 

[10], found that road traffic injuries often result in long-term 

disabilities, placing additional strain on healthcare systems and 

social support networks. The study also highlighted the emotional 

toll on families, particularly in cases where the primary 

breadwinner is injured or killed. These findings underscore the 

urgent need for effective road safety interventions in LMICs, 

particularly in Sub-Saharan Africa, where road traffic fatality 

rates are among the highest in the world. 

2.3 Road Safety in Sub-Saharan Africa 

Sub-Saharan Africa faces unique road safety challenges due to 

rapid urbanization, population growth, and inadequate 

transportation infrastructure. According to the WHO Global 

Status Report on Road Safety (2018), the region has an average 

road traffic fatality rate of 26.6 deaths per 100,000 population, 

significantly higher than the global average of 17.4 deaths per 

100,000. The situation is exacerbated by factors such as poorly 

maintained roads, insufficient traffic law enforcement, and a lack 

of public awareness about road safety. 

Several studies have examined the specific challenges faced by 

Sub-Saharan African countries. For example, Nantulya and Reich 

[10], identified weak institutional frameworks and limited funding 

for road safety initiatives as major barriers to improving road 

safety in the region. Similarly, Odero et al. (2003) 

[11] highlighted the role of human factors, such as speeding, 

drunk driving, and non-use of seat belts, in contributing to road 

traffic accidents. These studies emphasize the need for 

comprehensive and context-specific road safety interventions in 

Sub-Saharan Africa. 

2.4 Thematic Review of Road Safety Factors 

2.4.1 Road Infrastructure Quality 

Poor road infrastructure is a major contributor to road traffic 

accidents in Sub-Saharan Africa. Degraeuwe in 2016 [12], found 

that investments in road infrastructure improvements, such as 

paving roads and improving signage, can significantly reduce road 

traffic fatalities and injuries. Recent studies, such as Okafor 

2023 [13], have highlighted the impact of rapid urbanization on 

road infrastructure, with many cities struggling to cope with 

increased traffic density and road complexity. 

2.4.2 Enforcement of Traffic Laws 

Weak enforcement of traffic laws is a common challenge in 

many LMICs. In 2006, Bishai [14] found that stricter enforcement 

of speed limits and drunk driving regulations can lead to 

significant reductions in road traffic accidents. Recent research by 

Khan & Das (2024) [15], emphasizes the role of automated 

enforcement systems, such as speed cameras, in improving 

compliance with traffic laws and reducing accidents. 

2.4.3 Socio-Economic Factors 

Economic conditions, such as GDP per capita and urbanization 

rates, Bullard et al., 2023, [8-9] found that higher income levels 

are associated with lower road traffic fatality rates, as they enable 

greater investments in road safety measures. Recent studies, have 

explored the impact of socio-economic disparities on road safety 

outcomes, highlighting the need for targeted interventions in low-

income communities [6-7, 13-14, 16]. 

2.4.4 Road User Behaviour 

Human factors, such as speeding, drunk driving, and non-use of 

seat belts, are major contributors to road traffic 

accidents. Fitzgerald & Landfeldt, 2015 [7], emphasized the 

importance of public awareness campaigns and education 

programs in promoting safer road user behaviour. Recent research 

by Okafor et al., 2023) [13], has highlighted the potential of 

technology, such as mobile apps and social media, to deliver road 

safety education and behaviour change interventions. 

2.4.5 Impact of Technology and Climate Change 

Emerging technologies, such as artificial intelligence (AI) and 

the Internet of Things (IoT), offer promising opportunities to 

address road safety challenges. Shbeeb, 2022 [17], explored the 

use of AI for crash prediction and traffic management, 

demonstrating its potential to improve road safety outcomes. 

Additionally, Tešić et al., 2018) [18], highlighted the role of 

climate change in road infrastructure degradation, emphasizing 

the need for climate-resilient road designs to mitigate the impact 

of extreme weather events on road safety. 

2.5 Gaps in Existing Literature 

While there is a growing body of literature on road safety in 

LMICs, several gaps remain. First, most studies focus on 

individual countries or regions, with limited comparative analyses 

across Sub-Saharan African countries. Second, there is a lack of 

standardized tools for assessing road safety performance in 

LMICs, making it difficult to benchmark progress and identify 

best practices. Third, few studies have examined the impact of 

socio-economic factors, such as urbanization and GDP per capita, 

on road safety outcomes in Sub-Saharan Africa. 

This study addresses these gaps by developing and applying 

the Road Safety Performance Index (RSPI) to evaluate road safety 

performance across 20 Sub-Saharan African countries. By 

integrating multiple road safety indicators into a single composite 

index, this study provides a comprehensive framework for 

benchmarking road safety performance and identifying areas for 

improvement. Furthermore, this research contributes to the global 

discourse on road safety by highlighting the unique challenges 

faced by Sub-Saharan African countries and providing evidence-

based recommendations for policymakers and stakeholders. 

3.Methodology 

3.1 Overview of the Methodology 

This study employs a quantitative approach to develop and 

apply the Road Safety Performance Index (RSPI); a composite 

index designed to evaluate and compare road safety performance 
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across 20 Sub-Saharan African countries. The methodology 

involves three key steps: 

 Selection of Road Safety Indicators: Identifying and justifying 

the choice of 13 key indicators that collectively capture the 

multidimensional nature of road safety performance. 

 Data Collection and Normalization: Gathering data from 

reputable sources and normalizing the data to ensure 

comparability across indicators and countries. 

 Construction of the RSPI: Using multiple regression analysis 

to assign weights to the indicators and calculate the composite 

index scores for each country. 

3.2 Selection of Road Safety Indicators 

The selection of indicators was guided by the need to capture 

the key dimensions of road safety performance, including road 

infrastructure quality, traffic management, enforcement of traffic 

laws, vehicle safety standards, and road user behaviour. The 13 

indicators chosen for this study are as follows: 

 Percentage of road crash fatalities and injuries in the age group 

of 15–64 years (IPF): This indicator measures the impact of 

road accidents on the economically productive population, 

which has significant implications for economic productivity 

and human capital. 

 Percentage of urban population (IPU): Urbanization is 

associated with increased traffic density and road complexity, 

making this indicator critical for understanding road safety 

challenges in urban areas. 

 GDP per capita (current US$) (IDG): Economic development 

is closely linked to road safety, as higher GDP per capita 

enables greater investments in road infrastructure and safety 

measures. 

 Mortality rate caused by road traffic injury per 100,000 

population (IMR): This indicator directly measures the 

severity of road accidents and fatalities in a country. 

 Number of vehicles per 100,000 population (INV): Higher 

vehicle density is associated with increased road congestion 

and accident risks. 

 Country-reported fatalities (ICF): This indicator provides a 

precise assessment of the scale and impact of road accidents. 

 Minimum age for driving (IMA): The minimum age for 

obtaining a driver’s license reflects a country’s approach to 

regulating driving privileges and reducing accidents involving 

inexperienced drivers. 

 Total alcohol consumption per capita (liters of pure alcohol, 

15+ years of age) (ICO): Alcohol consumption is a significant 

contributor to road accidents and impaired driving incidents. 

 Percentage of roads paved (IPR): Paved roads generally offer 

safer driving conditions and contribute to overall road safety. 

 Difference between current speed limit and recommended safe 

system speed (urban roads) (ICU): This indicator identifies 

regions with potential speed-related road safety risks. 

 Annual investment as a percentage of GDP (2019–2030) for 

safer roads (IAI): Adequate investment is vital for improving 

road infrastructure and implementing effective safety 

measures. 

 Life expectancy (ILE): This indicator indirectly reflects the 

overall safety of a country’s road network and the 

effectiveness of healthcare systems in responding to road 

accidents. 

 Reported serious injuries (ISI): This indicator complements 

fatality statistics by providing insights into the severity of road 

accidents and the need for improved safety measures. 

Justification of Indicators: 

These 13 indicators were selected based on their alignment with 

global road safety frameworks, such as the WHO Global Status 

Report on Road Safety and the Sustainable Development Goals 

(SDGs), as well as their relevance to Sub-Saharan Africa. The 

indicators collectively capture the multidimensional nature of 

road safety performance, encompassing infrastructure, 

enforcement, socio-economic conditions, and road user behaviour. 

By focusing on these indicators, the RSPI provides a 

comprehensive and standardized framework for evaluating road 

safety performance, enabling meaningful comparisons across 

countries and identifying areas for improvement. 

The selection of these indicators was also guided by the 

availability of reliable data from reputable sources, ensuring the 

accuracy and consistency of the analysis. While other indicators 

could have been included, these 13 were chosen for their ability 

to provide a holistic assessment of road safety performance while 

remaining feasible to measure across all 20 countries in the study). 

3.3 Data Collection and Sources 

Data for this study were collected from reputable and 

authoritative sources, including: 

 World Bank (https://data.worldbank.org): Provided data on 

GDP per capita, urbanization rates, and life expectancy. 

 Road Safety Facility (www.roadsafetyfacility.org): Supplied 

data on road traffic fatalities, injuries, and road infrastructure 

quality. 

 World Road Statistics (International Road Federation, IRF): 

Offered data on vehicle density, road conditions, and traffic 

management. 

 Government Reports and National Databases: Provided 

country-specific data on traffic law enforcement, alcohol 

consumption, and road safety investments. 

 Academic Papers and Research Studies: Supplemented the 

data with additional insights and context. 

The selection of data sources was guided by the need for accuracy, 

reliability, and comparability across countries. However, it is 

important to acknowledge potential limitations and biases in the 

data: 

 Data Availability: Some countries in Sub-Saharan Africa have 

limited or incomplete data on road safety indicators, which 

may affect the accuracy of the analysis. 

 Reporting Standards: Variations in reporting standards and 

methodologies across countries may introduce inconsistencies 

in the data. 

 Temporal Gaps: Data for some indicators were not available 

for the same year, requiring adjustments and assumptions to 

ensure comparability. 

Despite these limitations, the use of multiple data sources and 

rigorous data validation processes helped mitigate potential biases 

and ensure the reliability of the findings. 

https://data.worldbank.org/
http://www.roadsafetyfacility.org/
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3.4 Normalization Process 

To ensure comparability across indicators and countries, the 

data were normalized using the Max-min or linear normalization 

method. This process transforms the data into a uniform scale 

ranging from 0 to 100, where 0 represents the worst performance 

and 100 represents the best performance. The normalization 

equations showed in Eq. (1) and Eq. (2). 

Equation 1: Used when a higher value of the indicator indicates 

better road safety performance. 

Normalized value =
Actual −Minimum 

Maximum −Minimum 
∗ 100          (1) 

Equation 2: Used when a lower value of the indicator indicates 

better road safety performance (e.g., fatalities, alcohol 

consumption). 

Normalized value =
Minimum −Actual

Maximum −Minimum 
∗ 100          (2) 

This normalization process ensures that all indicators are on a 

comparable scale, enabling the aggregation of individual 

indicators into a composite index. 

3.5 Construction of the Road Safety Performance Index 

The construction of the road safety performance index (RSPI) 

was constructed using multiple regression analysis to assign 

weights to the indicators based on their relative importance in 

influencing road safety performance. The dependent variable for 

the regression analysis was the mortality rate caused by road 

traffic injury per 100,000 population (IMR), while the 

independent variables were the remaining 12 indicators. 

The regression analysis was conducted using advanced 

statistical software and such as MINITAB and programming 

languages such as Python as well, which calculated the 

coefficients for each independent variable. These coefficients 

were interpreted as weights and used to construct the composite 

index. The final RSPI score for each country was calculated 

showed Eq. (3). 

Index = 14.7 + 0.1686 ICO - 0.1033 IPR + 1.240 IDG + 0.3855 

IPU- 0.3023 IMA+ 0.1666 ICU - 0.0734 IAI - 0.0803 ILE + 

0.2552 INV- 1.2900 ISI+ 0.1903 IPF + 0.5446 ICF- 0.3292 ICR 

                                               (3)  

This approach ensures that the RSPI reflects the relative 

importance of each indicator in determining road safety 

performance, providing a comprehensive and nuanced assessment 

of road safety outcomes.    

3.6 Limitations of the Methodology and Validation of Data Fit 

While the methodology employed in this study is robust and 

carefully designed, it is important to acknowledge its limitations 

and address how these were mitigated. At the same time, the 

results demonstrate that the data fit well with the proposed 

methodology, supporting its validity and applicability. 

3.6.1 Limitations 

One of the primary limitations of this study is the quality and 

completeness of the underlying data. The accuracy of the Road 

Safety Performance Index (RSPI) depends on the availability of 

reliable data, which may vary across countries. Some Sub-

Saharan African countries have limited or inconsistent data 

reporting systems, which could introduce uncertainties. To 

address this, data were collected from multiple reputable sources, 

including the World Bank, Road Safety Facility, and government 

reports. Cross-validation was performed to ensure consistency 

and reliability. Additionally, missing data were handled using 

imputation techniques based on regional averages or trends, 

minimizing potential biases. 

Another limitation lies in the selection of indicators. While the 

13 indicators chosen for this study are comprehensive and aligned 

with global road safety frameworks, they may not capture all 

aspects of road safety performance, particularly in countries with 

unique challenges. For example, cultural factors or informal 

transportation systems may not be fully reflected in the selected 

indicators. To mitigate this, the indicators were carefully chosen 

based on their relevance to Sub-Saharan Africa and their ability to 

collectively capture the multidimensional nature of road safety. 

The use of a composite index allows for the aggregation of 

multiple dimensions, providing a more holistic assessment than 

individual indicators alone. 

A further limitation is the assumptions in the normalization 

process. The normalization method assumes linear relationships 

between indicators, which may not always hold true. For instance, 

the relationship between GDP per capita and road safety outcomes 

may be nonlinear in some contexts. To address this, sensitivity 

analyses were conducted to test the impact of normalization 

assumptions on the final RSPI scores. The results showed that the 

rankings and overall conclusions remained consistent, supporting 

the robustness of the methodology. 

3.6.2 Validation of Data Fit 

Despite these limitations, the proposed methodology 

demonstrated a strong fit with the data, as evidenced by several 

key findings. First, the high model performance in the multiple 

regression analysis used to construct the RSPI is a strong indicator 

of the methodology's validity. The R-squared (R-sq) value of 

99.91% indicates that the selected indicators explain a large 

proportion of the variance in road safety performance. The 

adjusted R-squared (R-sq(adj)) value of 99.72% further confirms 

the model's goodness of fit, accounting for the number of 

predictors. Additionally, the predicted R-squared (R-sq(pred)) 

value of 97.32% suggests that the model has strong predictive 

capabilities, making it suitable for future applications and policy 

recommendations. 

Second, the statistical significance of all 13 indicators included 

in the regression model (p-values < 0.05) confirms their relevance 

in explaining road safety performance. This supports the validity 

of the selected indicators and their weights in the RSPI. The 

consistency of these results with theoretical expectations and 

existing literature further strengthens the credibility of the 

methodology. 

Third, the RSPI rankings align with real-world observations, 

enhancing the methodology's practical relevance. For example, 

Mauritania, which ranked first in the RSPI, is known for its 

relatively strong road safety measures, while countries like 

Ethiopia and Nigeria, which ranked lower, face well-documented 

road safety challenges. This alignment between the RSPI results 
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and real-world conditions underscores the methodology's 

applicability and reliability. 

Finally, robustness checks and sensitivity analyses were 

conducted to test the stability of the results. These included 

varying the normalization methods, testing alternative weighting 

schemes, and excluding outliers. The results remained consistent 

across these tests, further validating the methodology and its 

ability to produce reliable and reproducible outcomes. 

3.6.3 Conclusion on Methodology 

In conclusion, while the methodology has inherent limitations, 

the strong fit between the data and the proposed approach, coupled 

with the high model performance and consistency with real-world 

observations, demonstrates its robustness and suitability for 

evaluating road safety performance in Sub-Saharan Africa. The 

RSPI provides a transparent, reproducible, and evidence-based 

framework that can guide policymakers and stakeholders in 

prioritizing interventions and improving road safety outcomes 

across the region. 

4. Results and Discussion 

4.1 Overview of Results 

The Road Safety Performance Index (RSPI) was applied to 

evaluate road safety performance across 20 Sub-Saharan African 

countries. The results revealed significant disparities in road 

safety performance, with Mauritania emerging as the top 

performer (RSPI score: 92.03) and Ethiopia and Nigeria ranking 

among the lowest. The findings highlight the critical role of 

factors such as road infrastructure quality, enforcement of traffic 

laws, and socio-economic conditions in shaping road safety 

outcomes. 

4.2 Model Results and Statistical Analysis 

4.2.1 Regression Analysis and Model Fit 

The multiple regression analysis used to construct the RSPI 

yielded a highly significant model, as evidenced by the following 

key metrics: 

 R-squared (R-sq): The model achieved an R-squared value of 

99.91%, indicating that the selected 13 indicators explain 

99.91% of the variance in road safety performance. This 

exceptionally high value demonstrates the model's ability to 

capture the underlying factors influencing road safety 

outcomes. 

 Adjusted R-squared (R-sq(adj)): The adjusted R-squared value 

of 99.72% accounts for the number of predictors in the model, 

confirming that the model's goodness of fit is not due to 

overfitting. 

 Predicted R-squared (R-sq(pred)): The predicted R-squared 

value of 97.32% suggests that the model has strong predictive 

capabilities, making it suitable for future applications and 

policy recommendations. 

 All 13 indicators included in the regression model were 

statistically significant (p-values < 0.05), confirming their 

relevance in explaining road safety performance. 

4.2.3 Residual Analysis and Model Diagnostics 

To assess the quality of the regression model, residual analysis 

was conducted using Figure 1, which includes: 

 Normal Probability Plot: The residuals follow a normal 

distribution, indicating that the model assumptions are met. 

 Versus Fits Plot: The residuals are randomly scattered around 

zero, suggesting that the model captures the underlying 

relationships without systematic errors. 

 

Figure 1. Residual analysis plots for regression model (equation 

3): (a)normal probability plot, (b)versus fits plot, (c)residual 

histogram, (d)versus order plot 

 Histogram: The distribution of residuals resembles a bell curve, 

further confirming the normality assumption. 

 Versus Order Plot: No trends or patterns are observed, 

indicating that the residuals are independent of the order of 

data collection. 

These diagnostic plots confirm that the regression model is 

well-fitted to the data and free from major issues such as 

nonlinearity, heteroscedasticity, or violations of normality 

assumptions. 

4.3 In-Depth Analysis of Key Findings 

4.3.1 Top Performers: Mauritania, Rwanda, and Benin 

Mauritania’s strong performance can be attributed to its robust 

road safety measures, including well-maintained road 

infrastructure, effective enforcement of traffic laws, and low 

alcohol consumption rates. These findings align with [5] WHO 

2018 reports, which highlight the importance of infrastructure 

quality and enforcement in reducing road traffic fatalities. 

Similarly, Rwanda (RSPI score: 89.86) and Benin (RSPI score: 

89.58) demonstrated commendable road safety performance, 

particularly in urban traffic management and public awareness 

campaigns. These results are consistent with Okafor 2013 [13], 

who emphasized the role of urbanization and public awareness in 

improving road safety in Sub-Saharan Africa. 

4.3.2 Countries with Opportunities for Improvement 

Ethiopia and Nigeria ranked among the lowest in the RSPI, with 

scores of 65.34 and 68.21, respectively. These countries face 

significant challenges, including poor road infrastructure, weak 

enforcement of traffic laws, and high rates of alcohol-related 

accidents. These findings are consistent with Nantulya & Reich, 
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2002 [10], who identified weak institutional frameworks and 

limited funding as major barriers to road safety in Sub-Saharan 

Africa. Addressing these challenges will require targeted 

investments in road upgrades, stricter enforcement measures, and 

comprehensive public awareness campaigns [3, 19]. 

4.2.3 Key Factors Influencing Road Safety Performance 

The regression analysis revealed that several factors 

significantly influence road safety performance in Sub-Saharan 

Africa as described below and presented in figure2: 

 

 
Figure 2. Main factors influencing road safety performance 

 Road Infrastructure Quality: Countries with higher 

percentages of paved roads (IPR) and greater investments in 

road safety (IAI) demonstrated better road safety outcomes. 

This aligns with Elvik et al. (2009), who found that 

infrastructure improvements can significantly reduce road 

traffic fatalities. 

 Enforcement of Traffic Laws: Countries with stricter 

enforcement of traffic laws, such as speed limits and drunk 

driving regulations, performed better in the RSPI. This is 

consistent with Bishai et al. (2006), who emphasized the 

importance of enforcement in reducing road accidents. 

 Socio-Economic Factors: Higher GDP per capita (IDG) and 

urbanization rates (IPU) were associated with better road 

safety performance, as they enable greater investments in road 

safety measures. This finding supports Kopits and Cropper 

(2005), who highlighted the link between economic 

development and road safety outcomes. 

4.4.  Comparative Analysis with Other Regions 

To provide a broader perspective on road safety performance, 

the RSPI results for Sub-Saharan Africa were compared with road 

safety outcomes in other regions such as Europe and Southeast 

Asia. The results are presented visually in Figure 3. These 

comparisons highlight successful interventions and best practices 

that could be adapted to Sub-Saharan Africa. 

4.4.1 Europe 

European countries generally have lower road traffic fatality 

rates, with an average of 8.3 deaths per 100,000 population, 

compared to 26.6 deaths per 100,000 in Sub-Saharan Africa. This 

disparity can be attributed to several factors: 

Figure 3. Comparative analysis results with other regions 

 Strict Enforcement of Traffic Laws: Countries like Sweden 

and the Netherlands have implemented strict enforcement of 

speed limits, drunk driving regulations, and seat belt laws, 

significantly reducing road accidents. For example, 

Sweden’s Vision Zero initiative, which aims to eliminate road 

fatalities, has been highly successful due to its focus on 

enforcement and infrastructure improvements. 

 Investment in Intelligent Transportation Systems (ITS): Many 

European countries have invested in advanced technologies, 

such as traffic cameras, automated speed enforcement, and 

real-time traffic monitoring systems. These technologies have 

proven effective in reducing speeding and improving traffic 

flow in urban areas. 

 Public Awareness Campaigns: European countries have also 

prioritized public awareness campaigns to educate road users 

about the dangers of speeding, drunk driving, and distracted 

driving. These campaigns have fostered a culture of road 

safety and responsible driving behavior. 

4.4.2 Southeast Asia 

Southeast Asia faces significant road safety challenges, with an 

average fatality rate of 20.7 deaths per 100,000 population. 

However, countries like Singapore and Malaysia have made 

notable progress through targeted interventions: 

 Comprehensive Traffic Law Enforcement: Singapore has 

implemented strict enforcement of traffic laws, including 

heavy penalties for speeding and drunk driving. This has led 

to a significant reduction in road accidents and fatalities [20-

21]. 

 Investment in Public Transportation: Malaysia has invested 

heavily in public transportation systems, such as the Kuala 

Lumpur Mass Rapid Transit (MRT), to reduce traffic 

congestion and encourage the use of safer transportation 

options [22-24]. 

 Road Safety Education Programs: Both Singapore and 

Malaysia have launched nationwide road safety education 

programs targeting schools, workplaces, and communities. 

These programs have raised awareness about road safety and 

promoted responsible road user behaviour [25-26]. 
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4.4.3 Lessons for Sub-Saharan Africa 

The success of these regions offers valuable lessons for Sub-

Saharan Africa. Key interventions that could be adapted include: 

 Strict Enforcement of Traffic Laws: Countries like Rwanda 

and Mauritania, which have strong enforcement of traffic laws, 

could serve as models for other Sub-Saharan African nations. 

Strengthening enforcement mechanisms, such as increasing 

the presence of traffic police and implementing automated 

speed cameras, could significantly reduce accidents. 

 Investment in Intelligent Transportation Systems (ITS): 

Adopting technologies like traffic cameras, automated speed 

enforcement, and real-time traffic monitoring could help 

address speeding and congestion in urban areas. 

 Public Awareness Campaigns: Launching nationwide 

campaigns to educate road users about the dangers of speeding, 

drunk driving, and distracted driving could foster a culture of 

road safety and reduce risky behaviors. 

4.4 Visual Aids to Illustrate Key Findings 

To make the findings more accessible and engaging, several 

visual aids were used: 

Figure 4, illustrates the RSPI scores for all 20 countries, 

highlighting the top performers (e.g., Mauritania, Rwanda) and 

those with opportunities for improvement (e.g., Ethiopia, Nigeria). 

 
Figure 4. Ranking of countries-based road safety performance 

index scores 

Figure 5 provides a comparative analysis of key road safety 

indicators, such as Road Infrastructure Quality, Enforcement of 

Traffic Laws, and GDP per Capita, between top-performing 

countries (e.g., Mauritania) and bottom-performing countries (e.g., 

Ethiopia). The top performers typically excel in areas like road 

infrastructure and law enforcement, while the bottom performers 

show weaknesses in these areas, highlighting opportunities for 

improvement. This comparison helps identify best practices and 

areas needing targeted interventions. 

Figure 6, on the other hand, presents a correlation matrix that 

illustrates the relationships between road safety indicators, using 

colors to represent positive, negative, or neutral correlations. For 

example, higher GDP per Capita may correlate with better road 

infrastructure, while higher Alcohol Consumption may correlate 

with lower road safety performance. This matrix helps 

policymakers identify key drivers of road safety, such as 

enforcement and infrastructure, and prioritize interventions to 

address the most impactful factors. Together, these figures 

provide actionable insights for improving road safety outcomes 

across the region. 

 
Figure 5. Comparison of key indicators for top and bottom 

performers 

 

Figure 6. Correlation matrix of road safety indicators 

5. Conclusions 

This study developed and applied the Road Safety Performance 

Index (RSPI) to evaluate road safety performance across 20 Sub-

Saharan African countries. The RSPI, which integrates 13 key 

indicators, provides a comprehensive and standardized 

framework for assessing road safety outcomes in the region. The 

results revealed significant disparities in road safety performance, 

with Mauritania emerging as the top performer and Ethiopia and 

Nigeria ranking among the lowest. Key factors influencing road 

safety performance include road infrastructure 

quality, enforcement of traffic laws, socio-economic conditions, 

and road user behaviour. 

The regression analysis demonstrated a strong fit between the 

data and the proposed methodology, with an R-squared value of 

99.91% and statistically significant coefficients for all indicators. 

This confirms the robustness of the RSPI as a tool for 

benchmarking road safety performance and identifying areas for 

improvement. The findings align with existing literature and real-

world observations, underscoring the importance of targeted 

interventions in addressing road safety challenges in Sub-Saharan 

Africa. 



J.C. Sugira et al.               Engineering Perspective 5 (2): 90-99, 2025 

98 

5.1 Policy Implications 

The findings of this study have significant implications for 

policymakers and stakeholders in Sub-Saharan Africa. Based on 

the RSPI results and comparative analysis, the following specific 

recommendations are proposed: 

1. Invest in Road Infrastructure: 

 Prioritize investments in road upgrades, including paving 

roads, improving signage, and implementing pedestrian safety 

measures. 

 Focus on high-risk areas, such as urban centres and rural roads 

with poor maintenance, to reduce accident hotspots. 

2. Strengthen Enforcement of Traffic Laws: 

 Increase the presence of traffic police and implement 

automated enforcement systems, such as speed cameras, to 

deter speeding and drunk driving. 

 Introduce stricter penalties for traffic violations, including 

fines, license suspensions, and mandatory road safety 

education programs. 

3. Promote Public Awareness and Education: 

 Launch nationwide campaigns to educate road users about the 

dangers of speeding, drunk driving, and distracted driving. 

 Target schools, workplaces, and communities to foster a 

culture of road safety from an early age. 

4. Adopt Intelligent Transportation Systems (ITS): 

 Invest in technologies like traffic cameras, automated speed 

enforcement, and real-time traffic monitoring to improve 

traffic management and reduce accidents in urban areas. 

 Partner with international organizations and technology 

providers to implement ITS solutions tailored to the region’s 

needs. 

5. Learn from Best Practices: 

 Study successful interventions from regions like Europe and 

Southeast Asia, such as Sweden’s Vision Zero initiative and 

Singapore’s strict enforcement of traffic laws, and adapt them 

to the local context. 

 Collaborate with countries like Rwanda and Mauritania, 

which have demonstrated strong road safety performance, to 

share knowledge and best practices. 

By addressing these priorities, Sub-Saharan African countries 

can make significant progress in reducing road traffic accidents, 

injuries, and fatalities, ultimately creating safer and more 

sustainable transportation systems. 

5.2 Directions for Further Studies 

While this study provides valuable insights into road safety 

performance in Sub-Saharan Africa, several areas warrant further 

investigation: 

1. Expanding the Scope of Indicators: Future studies could 

incorporate additional indicators, such as cultural factors, 

informal transportation systems, and the impact of climate 

change on road safety, to provide a more comprehensive 

assessment. 

2. Longitudinal Analysis: Conducting longitudinal studies to 

track changes in road safety performance over time would 

provide insights into the effectiveness of interventions and 

policies. 

3. Case Studies of Successful Interventions: In-depth case 

studies of countries that have successfully improved road 

safety (e.g., Rwanda, Mauritius) could identify best practices 

and lessons learned for other Sub-Saharan African countries. 

4. Impact of Technology: Investigating the role of emerging 

technologies, such as intelligent transportation systems, 

vehicle safety features, and data analytics, in improving road 

safety outcomes could provide innovative solutions for the 

region. 

5. Regional and Subnational Analysis: Expanding the analysis to 

include subnational data or regional comparisons within Sub-

Saharan Africa could uncover localized challenges and 

opportunities for improvement. 

By addressing these research gaps, future studies can build on 

the findings of this research and contribute to the development of 

evidence-based road safety policies and interventions in Sub-

Saharan Africa and beyond. 
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