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A Mathematical Model for Experimental Head-Flow Rate Curve of Partial     

Emission Pumps 

Wenguang Li*  

School of Mathematics and Statistics, University of Glasgow, Glasgow, G12 8QQ, UK 
 

ABSTRACT 
 

The head-flow rate curve of the partial emission pump is flat and with a sudden drop-off near the maximum flow rate. Thus, it 

is difficult to fit the experimental head-flow rate curve of the pump by using a polynomial, which is suitable for centrifugal pumps. 

To tackle this problem, a new mathematical model was put forward in the inspiration of the mathematical model of the equivalent 

electric circuit of photovoltaic cells/modules. The physics behind the model was described by using flow rate saturation effect in 

partial emission pumps. The model was implemented in Excel and applied to the experimental head-flow rate data of seven partial 

emission pumps with different specific speeds in a range of 17-80. The model can produce high-quality curve fitting (coefficient 

of determination of greater than 0.9), The model is adaptive to the variable experimental head-flow rate data of partial emission 

pumps due to changes in impeller structure, rotational speed, number of blades and impeller diameter. Further, the model can fit 

the experimental head-flow rate data with drooping effect at low flow rate in partial emission pumps satisfactorily (coefficient of 

determination of greater than 0.94). The model potentially can be used in experimental data processing in the pump industry and 

pump-system modelling for partial emission pumps in future. 

 
Keywords: Curve fitting; Flow rate; Head; Mathematical model; Partial emission pump 

History 

Received: 03.11.2023 

Accepted: 25.02.2024 

How to cite this paper: 

Author Contacts                                      

*Corresponding Author 

e-mail addresses : wenguang.li@glasgow.ac.uk 

Li, W., (2024). A Mathematical Model for Experimental Head-Flow Rate Curve of Partial        

Emission Pumps. Engineering Perspective, 4(1), 1-6. http://dx.doi.org/10.29228/eng.pers.74533  
 

1. Introduction 

Partial emission pumps, as shown in Figure 1, are special centrif-

ugal pumps developed in the 1960s, and have found extensive appli-

cations in aerospace, chemical, petroleum-chemical industries [1, 2], 

offshore technology [3] and so on. The pumps have an open impeller 

with straight radial blades in 90° blade discharge angle (measured 

from the reverse direction of the impeller rotation) [4]. 

 

 

 

 

 

 

 

 

 

 

Figure 1. Impeller and volute configuration of a partial emission pump, (a) 

axial-cross-sectional view, (b) cross-sectional view in volute mid-span 

 

As a result, the pumps often have a flat head-flow rate curve with 

dramatic sharp cut-off at the maximum flow rate in the experiment, 

as shown in Figure 2. Usually, a 2nd- or 3rd-order polynomial, which 

is mostly applicable to best fit the head-flow rate curve of centrifugal 

pump, is invalid for a partial emission pump. How to fit this kind of 

head-flow rate curve is concerned in the article. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Experimental head-flow rate curves at the rotational speeds of 

15000, 20000, 25000 and 30000r/min, the data are after [1] 
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2. Model and method 

2.1 Current-voltage model for photovoltaic cells or modules 

The author had conducted a few modelling studies on the electric 

circuit of flat photovoltaic (PV) cells or modules [5-8]. A flat mono-

crystalline PV cell or module can be presented by using a single di-

ode equivalent circuit with five combined parameters such as photo-

current, 𝐼𝑝ℎ, diode reversal saturation current, 𝐼𝑑, diode quality fac-

tor, 𝑀, combined series resistance, 𝑅𝑠, and shunt resistance, 𝑅𝑠ℎ 

[5], as shown in Figure 3a. The performance curve, i.e. 𝐼-𝑉 curve 

for the PV cell can be expressed mathematically by [5]: 

𝐼 = 𝐼𝑝ℎ − 𝐼𝑑 [𝑒𝑥𝑝 {
𝑞(𝑉+𝑅𝑠𝐼)

𝑀𝑘𝑇
} − 1] −

𝑉+𝑅𝑠𝐼

𝑅𝑠ℎ
                (1) 

where 𝑉  and 𝐼  are the output voltage and current of the PV 

cell/module, respectively; 𝑇 is cell temperature, q is the electron 

charge, q=1.60217646×10-19C, and 𝑘 is the Boltzmann constant, 𝑘 

=1.38065031×10-23J/K. 𝐼𝑝ℎ depends on both solar radiation inten-

sity and cell temperature in the silicon layer, while 𝐼𝑑 is only cell-

temperature dependent. A set of 𝐼-𝑉 data of a PV module was fitted 

by using Eq. (1), and good agreement between the data and the 

model is achieved, as shown in Figure 3b. This fact suggests that the 

exponential term in Eq. (1) can properly describe the rapid drop in 

the current when the voltage is beyond a certain value.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Single diode equivalent circuit of a flat monocrystalline PV module 

(a), and the experimental current-voltage (𝐼-𝑉) curve of the module at the 

standard solar radiation intensity 𝑆=1000W/m2 (b), the plots are adopted 

from [5] 

 

Physically, active electrons can be activated in a PV cell of semi-

conductor materials at a solar radiation intensity and cell temperature. 

The active electrons can travel to the p-side from the n-side in the 

cell to form a current inside the cell. If the cell is connected to a cir-

cuit, the active electrons will go back to the n-side to combine with 

the holes left by the electrons through the circuit outside the cell, thus 

a current can be established in the circuit. The number of active elec-

trons in the n-side generated per unit time is fixed at a given solar 

radiation intensity and cell temperature [9]. Therefore, the current 

curve exhibits a saturation property after the voltage is lower than a 

critical value as shown in Figure 3b. This saturation or choke behav-

iour is represented properly by the exponential function in Eq. (1). 

2.2 Head-flow rate model for the pumps 

The head-flow rate curves in Figure 2 are very similar to the cur-

rent-voltage curve of the PV module in Figure 3b. Thus, an expo-

nential function term should be involved in the mathematical model 

for head-flow rate curves of a partial emission pump. Inspired by the 

mathematical model of PV cells/modules, the following mathemati-

cal formula is proposed to fit the experimental data in Figure 2: 

𝐻 = 𝐻0 + 𝑎𝑄 + 𝑏𝑄2 − 𝑐𝑒𝑑𝑄𝑚
                         (2) 

where 𝐻  and 𝑄  are pump head and flow rate, the coefficients 

𝐻0(>0),  𝑎, 𝑏, 𝑐(>0), 𝑑(>0), and 𝑚(>0) are determined based on 

a set of experimental 𝐻  and 𝑄  data by using the least-squares 

method in Excel, and the number of scattered points of experimental 

data should be more than six. 𝐻0 is the head at shut-off point. If 

𝑐=0, then the 2nd-order polynomial for fitting head-flow rate curves 

of ordinary centrifugal pumps is recovered. The 2nd-order polyno-

mial in Eq. (2) plays a role in fitting the flat part of a head-flow rate, 

but the exponential term takes the dramatic drop in the head-flow 

rate curve into account.  

2.3 Method 

The regression of Eq. (2) was performed against experimental 

data available by employing Solver in Excel. Solver is an add-in 

toolbox. It can be added into Data menu in Excel by clicking File-

>Options->Add-ins->Solver. The following steps are recom-

mended to perform a sightly complicated curve fitting with a user 

mathematical model in Excel: 

1) Experimental data of head and flow rate of a partial emission 

pump are read into Excel by occupying two columns; 

2) Assign three columns to accommodate the initial and fitted 

coefficients, statistics results, head predicted with Eq. (2) and 

squared errors between the experimental head and the head 

predicted, respectively; 

3) Calculate the sum of the squared errors and define it as the 

objective function by launching Formula->Sum; 

4) Launch Solver to display the interface for the least-squares 

method by clicking Data->Solver, define the cell for reading 

and showing the objective function, optimization option, op-

timization algorithm; 

5) Run Solver, if a converged solution has been resulted, check 

the coefficient of determination, R2, compare the experi-

mental and predicted heads; if not, alter the initial values of 

the fitted coefficients until a satisfactory solution is achieved. 

 

An example of setup for experimental head-flow rate data, pre-

dicted head, coefficients, statistical results, and the interface of 

Solver for coefficient optimization is illustrated in Figure 4. In the 

figure, cells H73-H78 are used to store the initial and optimized five 
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coefficients, cell H80 is for the sum of errors squared in head, cells 

H81-H84 accommodate the statistical results, cells E74-E91 are uti-

lized to predict a head with six coefficients and a known flow rate, 

say cell E74 should be assigned with a formula such as 

$H$73+$H$74*C74+1*$H$75*C74^2-

$H$76*EXP($H$77*C74^$H$78) and so on, where cell C74 repre-

sents the flow rate. If the 2nd-oder term is expected to exclude from 

Eq. (2), the ‘1’ in the formula is altered to ‘0’, i.e. 1*$H$75*C74^2-

>0*$H$75*C74^2. 

In the curve fitting process for Solver, a set of initial values of the 

coefficients 𝐻0,  𝑎, 𝑏, 𝑐, 𝑑, and 𝑚 is needed. A few sets of ini-

tial values should be tried until Solver is convergent with a better 

coefficient of determination. Once the Solver is convergent with a 

satisfactory coefficient of determination, the coefficients 𝐻0,  𝑎, 𝑏, 

𝑐, 𝑑, and 𝑚 will be unique. 

3. Results 

Because the experimental data relating to partial emission pumps 

were very limited in the literature, firstly, the head-flow rate curve 

fitting model and method above were applied to five experimental 

partial emission pumps with very low specific speeds such as 𝑛𝑠=23 

[1], 𝑛𝑠 =20 [10], 𝑛𝑠 =19 [11], 𝑛𝑠 =17 [12], and 𝑛𝑠 =31 [13]. The 

predicted heads are compared with the measurements in Figure 5. 

The determined corresponding coefficients in Eq. (2) are listed in 

Table 1 and 2. The specific speed of partial emission pumps is de-

fined at best efficiency point or duty point by: 

𝑛𝑠 =
3.65𝑛√𝑄

𝐻3 4⁄                                         (3) 

where 𝑛 is pump rotative speed, r/min, 𝐻 is pump head, m, 𝑄 is 

pump flow rate, m3/s. The experimental data in Figure 5a, 5d and 5e 

demonstrate the heat-flow rate curves as the impeller rotational 

speed, number of blades and impeller diameter vary. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Experimental and fitted head-flow rate curves of existing four par-

tial emission pumps found in the literature, (a) 𝑛𝑠=23 [1], (b) 𝑛𝑠=20 [10], 

(c) 𝑛𝑠=19 [11], (d) 𝑛𝑠=17 [12], (e) 𝑛𝑠=31 [13], the lines for fitted curves 

with Eq. (2), 𝑍-number of blades, 𝐷2-impeller diameter, the symbols rep-

resent the experimental data in [1], [10]-[13], respectively 

Figure 4. Experimental head-flow rate curve fitting set-up by using Solver in Excel, the right-experimental data, coefficients, model prediction, 

objective function, and statistical results, the left-interface of Solver for coefficient optimization, SS-sum of squares; in Excel cells, SS Total: 

H81=COUNT(D74:D91)*VARP(D74:D91), SS Residual: H82=SUMXMY2(D74:D91,E74:E91), SS Regression: H83=H81-H82, R2: 

H84=H83/H81, In Excel, COUNT is the function counts the number of cells that contain numbers; VARP is the function that calculates variance 

based on the entire population, SUMXMY2 is the function that returns the sum of squares of differences of corresponding values in two arrays, R2 

is the coefficient of determination, a statistical measure that uses the variance of one variable to explain the variance of another, R2=(SS Total-SS 

Residual)/SS Total 
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In Figure 5a, the curve fitting is sightly poor because the coeffi-

cients of determination are R2=0.84, 0.89, 0.91, 0.90 at 15000, 20000, 

25000, 30000r/min, respectively, in Table 1. R2 is the coefficient of 

determination reflecting the proportion of the variation in head that 

is predictable from flow rate. In the other cases, as shown in Figure 

5b-e, the curve fittings are quite good since the coefficients of deter-

mination are as great as R2=0.92-0.99 shown in Table 2. These facts 

suggest that the mathematical model expressed by Eq. (2) is appli-

cable to the cases with fixed impeller rotational speed and geometry 

but also is adaptive to the change in either impeller speed or geome-

try. 

Secondly, the experimental data of additional two partial emission 

pumps with a bit high specific speeds at 𝑛𝑠=69, 80 in [2] were fitted 

by using Eq. (2) and are compared with the fitting curves in Figure 

6, meanwhile the corresponding fitting coefficients are listed in Ta-

ble 3. The variation of the experimental head against the flow rate is 

more complicated than that in Figure 5, the fitting is not perfect near 

the region where the head starts to drop off sharply. In other words, 

the fitting curves near that region are smoother than those in the ex-

perimental data. Consequently, the R2 values are in the range of 0.94-

0.98. Overall, the fitting results are satisfactory.  

4. Discussion 

As shown in Figure 5, the head curve of three partial emission 

pumps is flat in a wide range of flow rate and then drops off with 

increasing flow rate. One may think that the flat part in the head 

curve would be the most suitable for the operation of partial emission 

pumps and it is sufficient to fit the flat part in the curve rather than 

the whole curve. Unfortunately, the pump efficiency in the flat part 

of the curve is lower than in the elbow of the curve, see Figure 7. To 

achieve a better efficiency, a partial emission pump can operate in 

the elbow of the curve. In this case, fitting the whole head curve of 

the pump is necessary. 

The rapid drop in the head with increasing flow rate shown in Fig-

ure 2 is due to the saturation or choke effect of flow through the dif-

fuser throat of the volute at a high flow rate. Also, this effect results 

in a large amount of hydraulic loss in the volute or even cavitation at 

the volute tongue [13] and leads to a remarked head drop. Obviously, 

this effect resembles the current saturation or choke behaviour in a 

PV cell. The exponential function of the last term in Eq. (2) is em-

ployed to handle this effect mathematically. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Experimental and fitted head-flow rate curves of existing two 

partial emission pumps found in [2], (a) 𝑛𝑠=69, (b) 𝑛𝑠=80, the lines for 

fitted curves with Eq. (2), the symbols represent the experimental data in 

[2] 

  

Table 1 Coefficients in Eq. (2) for the cases shown in Figure 5a-5c 

Coef-

ficient 

n(r/min) 

Figure 5a Figure 5b Figure 5c 

15000 20000 25000 30000 6000 10400 

𝐻0(m) 178.2723 267.2406 413.2755 567.5908 251.4171 421.0318 

𝑎 -3.5770 9.2860 1.8542e-13 1.8542e-13 -3.1045 1.1534e-1 

𝑏 -29.7348 -1.5236 1.9029e-2 1.9231e-2 9.0563e-1 -3.0905e-3 

𝑐 11.2971 1.5490e-4 3.1838e-5 8.2953e-5 1.7311e-2 4.3175e-1 

𝑑 5.9866e-5 2.4978e-1 1.0476e-1 1.3744e-1 6.0485e-2 6.0946e-1 

𝑚 46.0748 8.0596 6.8938 5.1233 6.7033 1.0000 

R2 0.8380 0.8882 0.9091 0.8978 0.9954 0.9999 

 
Table 2 Coefficients in Eq. (2) for the cases in Figure 5d and 5e 

Coeffi-

cient 

Z in Figure 5d D2(mm) in Figure 5e 

2 4 6 230 216 202 188 

𝐻0(m) 76.0433 79.6560 68.0717 84.4175 78.4502 64.9253 58.5929 

𝑎 0.0593 0.3438 0.0682 0.2026 0.8971 0.2248 0.1569 

𝑏 -0.0029 -0.0201 -0.0123 0 0 0 0 

𝑐 0.0418 0.0939 0.0246 0.1888 2.7750 0.0232 0.0174 

𝑑 0.3062 0.6112 0.1736 0.3128 0.3269 1.4085 0.9521 

𝑚 1.0734 0.7420 1.3341 0.8666 0.6648 0.5094 0.6960 

R2 0.9995 0.9926 0.9990 0.9934 0.9930 0.9171 0.9857 
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Figure 7. Head 𝐻, shaft-power 𝑃 and efficiency 𝜂 curves of the partial 

emission pumps tested in [10]. 

 

In pump industry and its application sectors, the head-flow rate 

curve of centrifugal pumps is usually expressed by using a 2nd or 

even higher order polynomial, for example, in the work presented in 

[14-18]. Furthermore, orthogonal polynomials are employed to fit 

experimental data of centrifugal or axial-flow pumps [19]. Interest-

ingly, the following mathematical model was proposed to fit the ex-

perimental data of head of centrifugal pumps [20]: 

𝐻 = 𝐻0 − 𝑐𝑒𝑑𝑄                                       (4) 

where 𝐻0, 𝑐 and 𝑑 are fitting coefficients. Obviously, Eq. (4) is a 

simplified version of Eq. (2) when the conditions: 𝑎=𝑏=0 and 𝑚=1 

are held. Therefore, the work presented in the paper is innovative to 

partial emission pumps. 

In Figure 5c-5e, the head reduces more gently with increasing 

flow rate than in Figure 5a and 5b, and the head-flow rates resemble 

to the curves of centrifugal pumps, thus the 𝑚 values are close to 1, 

as shown in Table 1 and 2. Hence, the mathematical model Eq. (2) are 

suitable for centrifugal pumps as well. 

5. Conclusions 

A mathematical model was proposed for the experimental head-

flow rate curve fitting of partial emission pumps and implemented 

in Excel. The physics behind the model was explained based on the 

flow rate saturation effect in the pumps. The model can produce 

high-quality curve fitting based on the experimental head-flow rate 

data of seven partial emission pumps collected in the literature and 

is more general than the existing mathematical models. It is hopeful 

that the model can find applications to experimental data processing 

in the pump industry soon. The author can provide the supplemen-

tary data in Excel file on request. 
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Nomenclature 

𝑎 coefficient in Eq. (2) 

𝑏 coefficient in Eq. (2) 

𝑐 coefficient in Eq. (2) 

𝑑 coefficient in Eq. (2) 

𝐷1
  

inlet diameter of impeller (mm) 

𝐷2 outlet diameter of impeller (mm) 

𝐻 pump head (m) 

𝐻0 coefficient in eq. (2) (m) 

𝐼 output current of flat photovoltaic cell/module 

(A) 

𝐼𝑑  diode reversal saturation current shown in Figure 

3a (A) 

𝐼𝑝ℎ photocurrent shown in Figure 3a (A) 

𝑘 Boltzmann constant, 𝑘=1.38065031×10-23J/K 

𝑛 rotational speed of impeller (r/min) 

𝑚 power in Eq. (2) 

𝑀 diode quality factor 

𝑛𝑠 pump specific speed defined by Eq. (3) 

q electron charge, q=1.60217646×10-19C 

𝑃 pump shaft-power (kW) 

𝑄 pump flow rate, (m3/h) or (m3/s) 

𝑅𝑠 combined series resistance shown in Figure 3a 

(Ω) 

𝑅𝑠ℎ shunt resistance shown in Figure 3a (Ω) 

R2 coefficient of determination defined in caption of 

Figure 4 

𝑆 solar radiation intensity (W/m2) 

𝑇 cell temperature (K) 

𝑉 Output voltage of flat photovoltaic cell/module 

(V) 

Ζ number of blades 

𝜂 pump efficiency (%) 

Table 3 Coefficients in Eq. (2) for the cases shown in Figure 6 

Coefficient 

n(r/min) 

Figure 6a Figure 6b 

11000 13000 17000 19000 7200 9500 12000 

𝐻0(m) 60.5195 92.9577 137.9416 175.0071 42.4756 67.0659 109.5380 

𝑎 3.1587 3.4674 9.2794 7.4943 1.3438 4.7721 2.1250 

𝑏 -2.1351 -1.8603 -2.4424 -1.8765 -8.8415e-1 -1.2698 -5.1330e-1 

𝑐 1.9932e-5 1.5943e-3 4.5343e-4 2.1998e-5 1.6318e-5 2.9735e-4 1.4335e-3 

𝑑 4.2687e-3 7.3030e-4 1.0976e-3 3.2434e-3 4.5655e-2 1.4251e-3 2.1222e-3 

𝑚 6.2347 6.2700 5.2426 4.5320 3.2659 4.9244 4.1350 

R2 0.9459 0.9536 0.9467 0.9623 0.9779 0.9768 0.9866 
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𝜔 rotational angular speed of impeller (rad/s) 

PV photovoltaic 

SS sum of squares 
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ABSTRACT 
 

This paper presents a thorough exploration of vehicle dynamics modeling and simulation, focusing on lateral, longitudinal, and 

vertical motion. A comprehensive mathematical representation of a car-like vehicle is developed, incorporating both kinematic and 

dynamic models to accurately capture its behavior. Initially, a kinematic model is established to describe fundamental motion in a 

2D plane, while a subsequent dynamic model considers various forces influencing the vehicle's motion in a 3D space. The vertical 

motion of the vehicle is primarily influenced by its suspension systems. In this paper, we initially introduced a fundamental 2 Degree 

of Freedom (DOF) quarter car suspension model and subsequently presented a more comprehensive half car suspension model 

which accounts for both the front and rear body parts of the vehicle. The developed models are implemented using 

MATLAB/Simulink, enabling rigorous testing and validation of their accuracy. Simulation results demonstrate the precision of the 

developed models, consistently aligning with expected vehicle behavior under different input conditions. Specifically, the models 

accurately replicate vehicle motion in straight lines and circular patterns, corresponding to longitudinal speed and steering angle 

inputs. Additionally, a path tracking controller is integrated to showcase the model's efficiency and validate its derived parameters. 

The reliability and accuracy of the thoroughly developed models underscore their suitability for algorithm development and vali-

dation, essential for advancing autonomous vehicle technology and enhancing vehicle safety and performance. 
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1. Introduction 

Since the last few decades, the automotive industry and the market 

structure has changed in an unprecedented way. There were simul-

taneous growing needs for vehicle safety, environmental protection, 

and intelligent control. As a result, the use of advanced technologies 

such as computer technologies, virtual reality technologies and in-

telligent algorithms became widespread in the industry. Thanks to 

these advanced technologies, the automotive industry focused on the 

design and testing of new Advanced Driving Assistance System 

(ADAS) functionalities to enhance not only the safety but also the 

performance and comfort of the vehicle and its passengers. The 

ADAS functionalities include lane keeping [1] but also adaptive 

cruise control [2], lane assistance [3], emergency braking [4], and 

parking assistance [5] among others. In recent times, fully Autono-

mous Driving (AD) is also becoming an increasingly interesting 

topic of research in the automotive industry [6] in which more ad-

vanced algorithms are required for trajectory planning and control-

ling. 

Vehicle dynamics plays an important role in the automotive in-

dustry development [7]. The mathematical models not only allow to 

understand the behavior of the vehicle, but one can also use these 

models to verify and validate the developed algorithms in simulation 

before implementing them on the real hardware [8]. This allows a 

significant cost reduction. Moreover, by studying the complex inter-

actions between a vehicle's components, such as its tires, suspension, 

and steering system, researchers can identify potential safety hazards 
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and develop innovative solutions to improve vehicle safety [9]. 

Initially, research on vehicle dynamics focused on analyzing the 

vehicle's performance under various external conditions and service 

requirements. During the 1930s, there was a notable shift in research 

focus towards the steering, suspension mechanics, and driving sta-

bility of the vehicles [10]. Researchers like Lanchester Maurice and 

Segel began to examine how external environmental factors, such as 

road surface roughness, air flow, tire conditions, and driver behavior, 

impacted the vehicle dynamics. Additionally, they studied the inter-

related effects of these various conditions [11]. In 1993, they pro-

vided a detailed overview of the progress made in vehicle dynamics 

research prior to 1990 in the Proceedings of Institution of Mechani-

cal Engineers [12]. 

Over the subsequent decades, significant research has been de-

voted to investigating vehicle ride comfort and handling stability. 

The study of handling dynamics concerns primarily the lateral or 

transverse dynamics of the vehicle, including its handling, stability, 

vehicle sideslip resulting from tire lateral force, yawing, and roll mo-

tion. The research on vehicle handling stability in vehicle dynamics 

has evolved from experimental studies to theoretical analysis and 

from open-loop to closed-loop systems. The representative mono-

graphs of vehicle handling dynamics include "Vehicle Handling Dy-

namics Theory and Application" by Abe [13] and "Overview on Ve-

hicle Dynamics" by Yang [7]. 

Vehicle driving dynamics is divided into two categories: longitu-

dinal and lateral dynamics. Longitudinal dynamics concerns the mo-

tion of a vehicle along its longitudinal axis, which includes acceler-

ation, braking, and the resulting changes in velocity. It also considers 

various resistive forces which influence the longitudinal movement 

of the vehicle [14]. Lateral dynamics on the other hand concerns the 

motion of a vehicle perpendicular to its longitudinal axis, which in-

cludes turning, cornering, and the resulting changes in direction. 

Both longitudinal and lateral dynamics are critical for vehicle han-

dling, safety, and overall performance. Relevant monographs in this 

area can be found in "Vehicle Dynamics and Control" by Rajamani 

[15]. Another pivotal aspect of vehicle dynamics is the vertical mo-

tion regulated by the vehicle suspension system. Therefore, a com-

prehensive vehicle suspension mathematical model is of utmost im-

portance to analyse and optimize the vehicle’s behaviour. This 

model not only profoundly influences the overall dynamics of the 

vehicle but also serves as a key component of vehicle stability, ride 

comfort, handling, and safety [16]. In recent times, researchers have 

also developed mathematical models not only for electric and hybrid 

powertrains and propulsion systems[17,18] but also for braking 

[14]and speed transmission systems [19]. However, it's crucial to 

highlight that vehicle motion dynamics models serve as pivotal com-

ponents for testing and verifying these intricate models. 

The main objective of this work is to create precise and efficient 

simulations by delving into key aspects of vehicle behavior. These 

aspects encompass lateral vehicle dynamics, longitudinal vehicle dy-

namics and vehicle suspension dynamics. The lateral vehicle dy-

namics pertains to the vehicle’s turning behavior, providing insights 

that enable the effective design of control systems. Longitudinal ve-

hicle dynamics have been modeled to investigate acceleration, de-

celeration, and speed control responses to driver inputs and external 

factors. Furthermore, a vehicle suspension systems model has been 

developed to simulate the vehicle’s reaction to uneven road surfaces, 

therefore, enhancing ride comfort and stability, that are integral to  

 

Figure 1. Flowchart summarizing the entire study. 

 

passenger safety. Compared to the previous literature, this paper not 

only advances the understanding of the vehicle’s motion but also 

combines all three dynamics models to obtain a better analysis of the 

vehicle’s behavior in real driving scenarios, emphasizing safety con-

siderations. A detailed derivation of these dynamics is provided in 

the paper. In the next step, these dynamics are implemented in 

MATLAB/Simulink. The implemented models are tested with vari-

ous input signals. Finally, a path tracking controller is designed and 

implemented. The results of path tracking control show that the de-

veloped mathematical models mimic the real motion of a vehicle and 

can be used to design and validate algorithms for ADAS and AD in 

a simulation environment. 

The flowchart as shown in Figure 1 begins with the main objective 

of the study, which is to create precise and efficient simulations by 

investigating key aspects of vehicle behavior (section 1). It outlines 

the key aspects, including lateral, longitudinal, and suspension dy-

namics (section 2). The detailed dynamics are derived, implemented 

in MATLAB/Simulink, and tested with various input signals. A path 

tracking controller is designed and implemented (section 3), fol-

lowed by the validation of results in a simulation environment (sec-

tion 4). 

 

2. Vehicle model description 

This section discusses the derivation of vehicle mathematical 

modeling. First, the basic coordinate representation is described. 

Then both kinematic and dynamic models are discussed in detail. 

 

2.1 Coordinate system  

In vehicle dynamics, understanding coordinate systems is crucial 

for accurately analyzing the vehicle’s behavior. In order to develop 

the model, two coordinate frames are required i.e. the inertial frame 

and the body-fixed frame. The inertial frame is a reference frame that 

is fixed relative to the Earth's surface and does not move, while the 

vehicle frame is a reference frame that is fixed relative to the vehicle 

and moves with the vehicle's motion. Figure 2 depicts the reference 

coordinates. The parameters, which are the variable components es-

sential in deriving the characteristics of the vehicle, are described 
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beneath each corresponding equation. 

 

Figure 2. Reference coordination. 

 

2.2 Kinematic model  

The kinematics of a 4-wheel vehicle can be simplified as 2-wheel 

bicycle model by merging the front and rear wheels. This reduces 

the complexity of dealing with 4 wheels and 2 steering angles to only  

2 wheels and 1 steering angle. Let us consider that the body reference 

frame is at the center of gravity of the vehicle as shown in Figure 2. 

𝜓 describes the orientation of the vehicle, 𝑉 is the velocity at the 

center of gravity and β is the slip angle. 

 

The motion of the vehicle can then be described as in the Eq. (1) 

below: 

 

{
�̇� = 𝑉 cos (𝜓 + 𝛽) 

�̇� = 𝑉 𝑠𝑖𝑛𝑒(𝜓 + 𝛽)
 (1) 

While the angular speed �̇� can be given as: 

�̇� =  
𝑉

𝑅
 (2) 

Where 𝑅 is the perpendicular distance from the reference point to 

the Instantaneous Center of Rotation (ICR) represented in Figure 3 

as O. 
Using basic angle geometry, it can be found that the intersecting an-
gle between the front and rear perpendicular lines is equal to δ, thus 
leading to the following Eq. (3): 

Figure 3. Two-wheel bicycle model [20]. 

tan(𝛿) =
𝑙𝑓 + 𝑙𝑟

𝑟𝑅
, tan(𝛽) =

𝑙𝑟
𝑟𝑅

 (3) 

Where 𝑙𝑟  and 𝑙𝑓 are the distances between the center of gravity 

and the rear and front axles respectively, 𝑟𝑅 represent the distance 

between O to center of rear axle. From the above equations, the fol-

lowing Eq. (4) is obtained: 

{
 
 

 
 �̇� =

𝑉

𝑙𝑟 + 𝑙𝑓
𝑐𝑜𝑠(𝛽) 𝑡𝑎𝑛 (𝛿) 

𝛽 = 𝑎𝑟𝑐𝑡𝑔 (
𝑙𝑟

𝑙𝑟 + 𝑙𝑓
 𝑡𝑎𝑛 (𝛿))

 (4) 

Eq. (1) and Eq. (4) combined describe the kinematics of the vehicle. 
 

2.3 Dynamic model  

In order to keep the model simple, some key assumptions were 

made. First, the vehicle is considered as a rigid body, whose dynam-

ics is determined by the fundamental laws of motion. Second, the 

steering angle is small, which allows us to make the small-angle ap-

proximations such as cos(𝛿) ≈ 1 and sin(𝛿) ≈ 0.  

 

 Lateral Dynamics 

Let us consider the free body diagram shown in Figure 4. Accord-

ing to Newton’s second law: 

∑𝐹 = 𝑚𝑎  and  ∑𝑀 = 𝐼𝑧 �̈� (5) 

Where ∑𝐹 represent the sum of forces, m represents the vehicle 

mass and a represent the vehicle acceleration. As well as ∑𝑀 rep-

resent the sum of all moments, Iz represents the moment of inertia 

and �̈� represents the angular acceleration of the vehicle. 

Considering the lateral forces on front and rear tires in the small-

angle approximation. The lateral acceleration is a combination of �̇�𝑦, 

which is due to the motion along the y axis, and �̈�𝑉𝑥, referred to as 

centripetal acceleration. Therefore, the following Eq. (6) is obtained: 

𝐹𝑦𝑓 + 𝐹𝑦𝑟 = 𝑚(�̇�𝑦 + �̈�𝑉𝑥) (6) 

Now taking the moment around the center of gravity 𝐺: 
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Figure 4. Free body diagram [20]. 

 

𝐹𝑦𝑓𝑙𝑓 − 𝐹𝑦𝑟𝑙𝑟 = 𝐼𝑧�̈� (7) 

The slip angle of front and rear tire can be expressed as: 

𝛼𝑓 = 𝛿 −
𝑉𝑦 + 𝑙𝑓�̇�

𝑉𝑥
 and 𝛼𝑟 =

𝑉𝑦 − 𝑙𝑟�̇�

𝑉𝑥
 

 
(8) 

Using the cornering stiffness of the tire, 𝐹𝑦𝑓 and 𝐹𝑦𝑟 are expressed 
as in the following Eq. (9): 

𝐹𝑦𝑓 = 𝐶𝑓𝛼𝑓 and  𝐹𝑦𝑟 = −𝐶𝑟𝛼𝑟 (9) 

Combining all above equations, the lateral model in the state-
space can be represented as in Eq. (10): 
 

ⅆ

ⅆ𝑡
[

𝑌
�̇�
𝜓

�̇�

] = 

[
 
 
 
 
 

 

0 1 0 0

0 −
𝑐𝑓+𝑐𝑟

𝑚𝑉𝑥
0 −(𝑉𝑥 +

𝑐𝑓𝑙𝑓−𝑐𝑟𝑙𝑟

𝑚𝑉𝑥
)

0 0 0 1

0 −
𝑐𝑓𝑙𝑓−𝑐𝑟𝑙𝑟

𝐼𝑧𝑉𝑥
0 −

𝑙𝑓
2𝑐𝑓+𝑙𝑟

2𝑐𝑟

𝐼𝑧𝑉𝑥 ]
 
 
 
 
 

  

       × [

𝑌
�̇�
𝜓

�̇�

] + 

[
 
 
 
 
0
𝑐𝑓

𝑚

0
𝑐𝑓𝑙𝑓

𝐼𝑧 ]
 
 
 
 

  𝛿              (10) 

 
 

 Longitudinal Dynamics 

 

The longitudinal dynamics describes the motion and behavior of 

vehicles along their longitudinal axis, which involves acceleration, 

deceleration, braking, and the associated forces and interactions af-

fecting the vehicle's motion. It directly influences the overall perfor-

mance and handling characteristics of a vehicle. The ability to accel-

erate smoothly, maintain stability during braking, and ensure precise 

control over the vehicle's longitudinal motion are essential for a com-

fortable and safe driving experience. Consider a vehicle moving on 

an inclined road, the longitudinal forces acting on the body are 

shown in Figure 5. 

 

Figure 5. Longitudinal forces acting on the vehicle [15]. 

 

While in motion, a vehicle encounters multiple resistive forces 

due to various factors acting in the opposite direction to the move-

ment. These resistance forces include rolling resistance, aerody-

namic resistance, and weight resistance [14] . The force balance 

along the longitudinal axis leads to the following Eq. (11): 

𝑚�̈�= 𝐹𝑥𝑓+𝐹𝑥𝑟−𝐹𝑎𝑒𝑟𝑜−𝑅𝑥𝑓−𝑅𝑥𝑟−𝑚𝑔sin𝜃 
(11) 

Where 𝐹𝑥𝑓 represent the longitudinal tire force at the front tires, 𝐹𝑥𝑟 
represent is the longitudinal tire force at the rear tires, 𝐹𝑎𝑒𝑟𝑜 repre-

sent the longitudinal aerodynamic drag force, 𝑅𝑥𝑓 represent the the 

force due to rolling resistance at the front tires, 𝑅𝑥𝑟 represent the 

force due to rolling resistance at the rear tires, 𝑚 represent the mass 

of the vehicle, 𝑔 represent the is the acceleration due to gravity and 

𝜃 represent the angle of inclination of the road on which the vehicle 

is traveling. 

The equivalent aerodynamic drag force on a vehicle can be repre-

sented as [21]: 

 

𝐹𝑎𝑒𝑟𝑜 =
1

2
𝜌𝐶𝑑𝐴𝐹(𝑉𝑥 + 𝑉𝑤𝑖𝑛𝑑)

2 (12) 

Where, ρ is the mass density of air, 𝐶𝑑 is the aerodynamic drag co-

efficient, 𝐴𝐹  is the frontal area of the vehicle, 𝑉𝑥  is the longitudinal 

vehicle velocity and 𝑉𝑤𝑖𝑛𝑑  is the wind velocity. 

Similarly, the tire force can be expressed as in the following Eq. (13): 

 

𝐹𝑥𝑓 = 𝐶𝛼𝑓𝛼𝑥𝑓 and  𝐹𝑥𝑟 = 𝐶𝛼𝑟𝛼𝑥𝑟  (13) 

Where 𝐶𝛼𝑓 and 𝐶𝛼𝑟  represents the longitudinal tire stiffness pa-

rameters of the front 

and rear tires respectively, and 𝛼𝑥 represents the slip or tire skid-

ding and given as: 

 

𝛼𝑥 =
𝑟𝑟𝑒𝑓𝜔𝑤 − 𝑉𝑥

𝑉𝑥
 (14) 

Where 𝑅𝑥 is the tire rolling resistance which refers to the force that 

opposes the motion of the tires as they roll on the road surface. If the 

road is inclined at an angle 𝛼, the rolling resistance 𝑅𝑥 can be ex-

pressed as: 

 

𝑅𝑥 = 𝐶𝑟𝑟𝑚𝑔𝑐𝑜𝑠(𝛼) (15) 
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Where 𝐶𝑟𝑟 is the rolling resistance coefficient. It depends on the tire 

construction, the materials, the air pressure, the vehicle speed, and 

the road conditions. In addition, 𝑚 is the vehicle mas and 𝑔 rep-

resent the gravitational acceleration. 

 

 Suspension Dynamics 

 

The suspension system plays an important role in the stability of 

a vehicle operation [22]. It stands as a pivotal element that pro-

foundly influences the vehicle dynamics and passenger comfort. 

Suspension systems can be categorized in three main classes: passive, 

semi-active and active. Passive suspension systems are traditional 

and common suspension systems that mainly rely on mechanical 

components like coil spring, shock absorber and connecting ele-

ments [16]. On the other hand, active suspension systems use elec-

tronic sensors and actuators to actively control vehicles height and 

damping characteristics. Semi-active suspension systems bridge be-

tween passive and active type by using just electronically control 

dampers. 

In this paper, the work is focused on passive suspension systems. 

Figure 6 shows a schematic of a 2 Degree of Freedom (DOF) quarter 

car suspension. 

Figure 6. Two-degree of Freedom (DOF) quarter car suspension. 

 

The equations of motion related to mass 𝑚1 and 𝑚2 are given in 

Eq. (16) and Eq. (17) by: 

𝑚1�̈�1 = −𝑘1(𝑧1 − 𝑧2) − 𝑐1(�̇�1 − �̇�2) − 𝐹𝑎 
(16) 

𝑚2�̈�2 = 𝑘1(𝑧1 − 𝑧2) + 𝑐1(�̇�1 − �̇�2) − 𝑘2(𝑧2 − 𝑢(𝑡)) − 𝐹𝑎   (17) 

Where 𝑚1 is the body mass, 𝑚2 is the wheel mass, 𝑘1& 𝑘2are 

the stiffness coefficients, 𝑐1is the damping coefficient, 𝑧1 is the dis-

placement of the body mass, 𝑧2 is the displacement of the wheel 

mass, 𝐹𝑎 is the applied external force and 𝑢(𝑡) is the road input 

displacement. The state-space can be obtained from Eq. (16) and Eq. 

(17) such as: 

 

Figure 7. Two DOF half car suspension. 

[

�̇�1
�̈�1
�̇�2
�̈�2

] =

[
 
 
 
 
0 1 0 0

−
𝑘1

𝑚1
−

𝑐1

𝑚1

𝑘1

𝑚1

𝑐1

𝑚1

0 0 0 0
𝑘1

𝑚2

𝑐1

𝑚2
−
(𝑘1+𝑘2)

𝑚2
−

𝑐1

𝑚2]
 
 
 
 

×  [

𝑧1
�̇�1
𝑧2
�̇�2

] +

[
 
 
 
 
0 0
1

𝑚1
0

0 0

−
1

𝑚2

𝑘2

𝑚2]
 
 
 
 

× [
𝐹𝑎
𝑢(𝑡)

]  𝑎𝑛𝑑 y(t)=  [1 0 1 0] [

𝑧1
�̇�1
𝑧2
�̇�2

] 

(18)      

A more comprehensive model can be represented through a half car 

suspension model. It considers a half car, including front and rear 

body parts. The free body diagram represented in Figure 7 is consid-

ered. 

With the small angle approximation, the equation of motion re-

lated to half body mass 𝑚𝑠 is given from Eq. (19) by: 
𝑚𝑠�̈�𝑠 = −𝑘𝑓(𝑧𝑠 − 𝑧𝑢𝑓 − 𝑎∅) − 𝑘𝑟(𝑧𝑠 − 𝑧𝑢𝑟 + 𝑏∅)

− 𝑐𝑓(�̇�𝑠 − �̇�𝑢𝑓 − 𝑎∅̇)

− 𝑐𝑟(�̇�𝑠 − �̇�𝑢𝑟 + 𝑏∅̇) 

(19) 

Where: 𝑚𝑠  is the body mass, ∅ represents pitch angle, 𝑘𝑓 , 𝑘𝑟 , 

𝑘𝑡𝑓 , 𝑘𝑡𝑟   are the stiffness coefficients, a and b are the distances 

from the front and rear axle to the center of gravity respectively, 𝑧𝑠 
is the displacement of the body mass, 𝑧𝑠𝑓 and 𝑧𝑠𝑟  are the displace-

ments of the front and rear body masses respectively, 𝑧𝑢𝑓 and 𝑧𝑢𝑟 

are the displacements of the front and rear wheel masses respectively. 

While the equations of motion related to front and rear wheels, 

𝑚𝜇𝑓 and 𝑚𝜇𝑟 respectively, are given from Eq. (20) and Eq.(21) as: 

 

𝑚𝑢𝑓�̈�𝑢𝑓 = 𝑘𝑓(𝑧𝑠 − 𝑧𝑢𝑓 − 𝑎∅) − 𝑘𝑡𝑓(𝑧𝑢𝑓 − 𝑧𝑟𝑓)

+ 𝑐𝑓(�̇�𝑠 − �̇�𝑢𝑓 − 𝑎∅̇) 

(20) 



F. Haidar et al.                Engineering Perspective 4 (1): 7-16, 2024 

12 

𝑚𝑢𝑟�̈�𝑢𝑟 = 𝑘𝑟(𝑧𝑠 − 𝑧𝑢𝑟 + 𝑏∅) − 𝑘𝑡𝑟(𝑧𝑢𝑟 − 𝑧𝑟𝑟)

+ 𝑐𝑟(�̇�𝑠 − �̇�𝑢𝑟 + 𝑏∅̇) 
(21) 

Where 𝑚𝑢𝑓 and 𝑚𝑢𝑟 are the front wheel and rear wheel masses 

while 𝑐𝑓 and 𝑐𝑟 are the damping coefficients. While 𝑧𝑟𝑓 and 𝑧𝑟𝑟 

are the road input displacements for the front and the rear wheel re-

spectively.  

In the half car model, the moment around the center of gravity 

must also be considered, such as in (22):  

𝐼𝑦∅̈ = 𝑎𝑘𝑓(𝑧𝑠 − 𝑧𝑢𝑓 − 𝑎∅) − 𝑏𝑘𝑟(𝑧𝑠 − 𝑧𝑢𝑟 + 𝑏∅)

+ 𝑎𝑐𝑓(�̇�𝑠 − �̇�𝑢𝑓 − 𝑎∅̇)

−  𝑏𝑐𝑟(�̇�𝑠 − �̇�𝑢𝑟 + 𝑏∅̇) 

(22) 

Where 𝐼𝑦  represents the moment of inertia. 

The following state matrix is then obtained as in (23): 

 

x =[ 𝑧𝑠 ∅ 𝑧𝑢𝑓 𝑧𝑢𝑟 �̇�𝑠 ∅̇ �̇�𝑢𝑓 �̇�𝑢𝑟 ]𝑇 (23) 

The state space represented here after is then obtained as in (24) – (28): 

 

�̇�=

[
 
 
 
 
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

−𝑀−1𝐾 −𝑀−1𝐶 ]
 
 
 
 

𝑥 +

[
 
 
 
 
0 0
0 0
0 0
0 0
𝑀−1𝐹]

 
 
 
 

 u (24) 

Where: 

C= 

[
 
 
 
 
𝑐𝑓 + 𝑐𝑟 𝑏𝑐𝑟 − 𝑎𝑐𝑓 −𝑐𝑓 −𝑐𝑟

𝑏𝑐𝑟 − 𝑎𝑐𝑓 𝑐𝑓𝑎
2 + 𝑐𝑟𝑏

2 𝑎𝑐𝑓 −𝑏𝑐𝑟
−𝑐𝑓 𝑎𝑐𝑓 𝑐𝑓 0

−𝑐𝑟 −𝑏𝑐𝑟 0 𝑐𝑟 ]
 
 
 
 

 (25) 

M= 

[
 
 
 
𝑚𝑠 0 0 0
0 𝐼𝑦 0 0

0 0 𝑚𝑢𝑓 0

0 0 0 𝑚𝑢𝑟]
 
 
 

 (26) 

K= 

[
 
 
 
 
𝑘𝑓 + 𝑘𝑟 𝑏𝑘𝑟  − 𝑎𝑘𝑓 −𝑘𝑓 −𝑘𝑟

𝑏𝑘𝑟 − 𝑎𝑘𝑓 𝑘𝑓𝑎
2 + 𝑘𝑟𝑏

2 𝑎𝑘𝑓 −𝑏𝑘𝑟
−𝑘𝑓 𝑎𝑘𝑓 𝑘𝑓 + 𝑘𝑡𝑓 0

−𝑘𝑟 −𝑏𝑘𝑟 0 𝑘𝑟 + 𝑘𝑡𝑟]
 
 
 
 

 

(27) 

F= [

0 0
0 0
𝑘𝑡𝑓 0

0 𝑘𝑡𝑟

] (28) 

 

 

 

Figure 8. Representation of the principle of the Pure-Pursuit control. 

 

3. Path tracking 

 

A Pure-Pursuit control algorithm for lateral control was imple-

mented with the developed dynamics of the vehicle in order to vali-

date the model. In this section, a brief explanation of this controller 

is presented.  

The pure pursuit technique [23,24] involves a geometric compu-

tation of the curvature of a circular arc, linking the position of the 

rear axle to a target point situated along the path ahead of the vehicle. 

This objective point is established based on a look-ahead distance 

𝑙𝑑  extending from the present rear axle position towards the in-

tended path. The target point (𝑔𝑥, 𝑔𝑦)is illustrated in Figure 8. 

The steering angle δ of the vehicle can be found using solely the 

coordinates of the target point and the angle α formed between the 

vehicle’s heading vector and the look-ahead vector, leading to the 

following equation: 
 

𝛿 = 𝑎𝑟𝑐𝑡𝑎𝑛 ( 
2𝐿 𝑠𝑖𝑛(𝛼)

𝑙𝑑
) (29) 

4. Simulation results and discussion 

The vehicle models for both longitudinal and lateral dynamic are 

implemented in MATLAB/ Simulink as shown in Figure 9. Longi-

tudinal model of the vehicle computed through (11)-(15) is imple-

mented in ‘longitudinal vehicle dynamics’ block while lateral model 

represented by (10) is realized in ‘lateral vehicle dynamics’ block.  

For the simulation purpose, the parameters of a Tesla Model S were 

considered. By incorporating these specific parameters, the objective 

is to conduct comprehensive simulations that closely mimic the real-

world scenarios. 

A half-car suspension model is also simulated in 

MATLAB/Simulink. The results are illustrated in Figure 10 (a-b). 

The suspension system is subjected to two different disturbance sig-

nals for the front and rear wheels. These results demonstrate the evo-

lution of body displacement. An examination of the graphs reveals a 

key principle of this system’s operation: the maximum body dis-

placement is half that of the wheel’s maximum displacement, high-

lighting an essential characteristic of the system’s behavior. 
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Vehicle longitudinal and lateral dynamics are tested with various 

inputs. The initial states of the vehicle are set as 𝑋0 = 0, 𝑌0 = 0, 

𝜓0 = 𝑝𝑖/4 and 𝑉𝑥0 = 0𝑚/𝑠. First, the steering angle is fixed as 0 

with a lateral speed of 20𝑘𝑚/ℎ. A Proportional-Integral-Derivative 

(PID) controller is used to achieve desired lateral speed. The tunning 

proportion, integral and derivative tunning gains are chosen as 20, 4 

and 3 respectively. Figure 11 shows the obtained results for this case. 

Figure 11-a depicts the longitudinal speed while Figure 11-b illus-

trates the position of the vehicle. Since the steering angle is fixed, 

the vehicle moved in a straight line. In the second case, the steering 

angle of the vehicle is kept constant at the value of 𝜋/16 𝑟𝑎𝑑 

while keeping the same longitudinal speed profile and initial condi-

tions. The obtained result is shown in Figure 12. As anticipated, the 

vehicle executed a precise circular motion, showcasing the accuracy 

of the model. 

The path tracking task involved following a predefined path repre-

sented by a series of waypoints. The pure-pursuit controller is used 

to control the lateral motion of the vehicle through appropriate steer-

ing commands. The lookahead distance was dynamically adjusted to 

ensure a smooth tracking. Figure 13 shows the path tracking results 

along with the trajectory error. One can see that the maximum track-

ing error is always less than 0.025 meter which indicates that the d 

esired trajectory is followed quite accurately. Moreover, the simula-

tion results also signify the accuracy of the developed mathematical 

models and controller. 

 

 

Figure 9. Detailed Simulink model for longitudinal and lateral dynamics. 
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Figure 10. Half-car suspension model results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11. Longitudinal speed (a) and position of the vehicle (b) with a steering angle of zero.  

 

5. Conclusions  

In this paper, a mathematical model of vehicle dynamics is devel-

oped to describe a vehicle’s motion in lateral, longitudinal and ver-

tical directions. These dynamics models are vital for developing and 

validating algorithms for the vehicles. The models are implemented 

in MATLAB/Simulink and simulation are carried out with various 

input signals. The simulation results clearly validate the precision of 

the developed models, as they consistently mirror the expected ve-

hicle motion. For instance, execution of motion by the vehicle in a 

straight line or in a circular pattern according to the longitudinal 

speed and steering angle inputs, the simulation outcomes align seam-

lessly with the anticipated behaviour. These results underscore the 

reliability and accuracy of the meticulously developed models, af-

firming their efficacy in capturing and replicating the dynamic re-

sponses of the vehicle in various scenarios. Moreover, a path track-

ing controller is also integrated to demonstrate the efficiency of the 

model and verify the accuracy of its derived parameters. Integrating 

a powertrain model with the vehicle dynamics is anticipated as a fu-

ture work. 

 

 

 

 

 



F. Haidar et al.                Engineering Perspective 4 (1): 7-16, 2024 

15 

Figure 12. Position of the vehicle with a steering angle of 𝝅/𝟏𝟔. 

 

Figure 13. Vehicle motion control (a) path tracking (b) tracking error 
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Stress-Strain Deformation Analysis of Conventional Vehicle Shock Absorber    

Materials Under In-Service Multi-Translated Non-Proportional Loading Conditions 
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ABSTRACT 
 
The in-service condition of a vehicle eventually subject the shock absorber to unforeseen deformations due to external forces 

such as damping, friction, resistance forces and other factors such as poor road condition characterized by potholes and speed 

bumps. In this study, a vehicle shock absorber was analysed, considering the in-service condition. Using SOLIDWORKS soft-

ware, 2020 version the shock absorber component was modelled with three different materials which were simulated with ANSYS 

software. From the simulated results, maximum total deformations of 54.286, 49.26 and 47.603 mm as well as maximum direc-

tional deformations of 53.303, 48.762 and 47.569 mm were obtained for hard drawn spring wire (A227), alloy steel (A213) and 

stainless steel (A313) selected as the shock absorber materials. On the other hand, maximum equivalent von-mises stresses of 

1205.8, 1204.7 and 1084.6 MPa as well as maximum equivalent strain values of 0.0065269, 0.0061912, 0.0060882. From the 

simulated results obtained, stainless steel (A313) out of the three shock absorber material exhibited the least deformations, von-

mises stress and equivalent strain. However, the three materials had satisfy the failure distortion-energy theory, and may be fea-

sible for shock absorber application in actual scenario because the Von-mises stress obtained had not exceeded any of the mate-

rial’s yield strength. This was evidence in the low equivalent strain values and the colour distribution across the shock absorber 

models which was dominated by royal blue colour, indicating that the shock absorber models can still accommodate multiple 

translated non-proportional loading or still had significant load bearing capacity. The stress-strain deformation analysis in this 

study can help predict and prevent premature failure, ensuring the longevity of vehicle shock absorbers. 
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1. Introduction 

The automotive industry is constantly evolving, with manufactur-

ers striving to enhance vehicle performance, safety, and comfort. 

One critical component that plays a significant role in achieving 

these objectives is the shock absorber. The shock absorber is respon-

sible for dampening the vibrations and impacts experienced by a ve-

hicle, ensuring a smooth and controlled ride [1, 2]. Their primary 

function is to dampen the oscillations and vibrations caused by une-

ven road surfaces, bumps, and other disturbances. By absorbing and 

dissipating the kinetic energy generated during these movements, 

shock absorbers help maintain tire contact with the road, ensuring 

better traction and handling [3, 4]. These components are subjected 

to various loads and forces including compression, extension, and 

torsion during operation, which can significantly result in defor-

mation failure, thereby, affecting their performance and longevity [5, 

6]. In other words, these forces can cause significant stress and strain 

on the shock absorber components, leading to potential failure. An-

alysing the stress-strain deformation helps in understanding the be-

haviour of these components under different operating conditions. 

Over the years, failure deformations, stress-strain deformation char-

acteristics, continuous improvement and optimization of shock ab-

sorbers have evolved through various academic research cited in this 

study. 

The dynamic behaviour of a vehicle shock absorber system was 

investigated by Sani et al. [7]. An interchangeable shock absorber 
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test rig integrated with computer systems was designed and fabri-

cated to record the signals. An experiment was conducted to identify 

the stiffness and damping parameter for 850 cc and 1600 cc shock 

absorber. The stiffness and damping conditions were simulated us-

ing COSMOS Motion software. Findings obtained indicated dis-

crepancy of 10%. Optimum range of stiffness for the shock absorber 

was between 20 N/mm and 60 N/mm while optimum damping range 

was between 1 Ns/mm and 6 Ns/mm. 

Zhang [8] studied a vehicle regenerative shock absorber by devel-

oping a 2 degrees of freedom oscillating system resembling the quar-

ter vehicle suspension system with electromagnetic harvester and 

validated the model using ANSYS Maxwell software simulation. 

The peak power output was observed to occur at a natural frequency. 

A novel indirect drive regenerative shock absorber with the arm-

teeth system was also modelled and fabricated. Findings obtained 

revealed that power output can be increased compared to the tradi-

tional direct drive regenerative shock absorber. A full vehicle sus-

pension system model was also modelled as an extension of the half 

vehicle suspension system. It was observed that at high frequency 

range, the peak power output ratio of full vehicle suspension system 

was the same with the half and quarter vehicle suspension system. 

Natural frequencies of the shock absorber in a 2 degree-of-free-

dom system were investigated by Tan et al. [9] using Wolfram Math-

ematica 11, CATIA, and ANSYS. Both theoretical and simulation 

were employed in the study to determine the resonance effects on 

the vehicle shock absorber. Failure was found to occur on coil spring 

of the shock absorber earlier before proceeding to the body of the 

shock absorber. Two natural frequencies had been obtained as 1.0 

Hz and 9.1 Hz for sprung mass and un-sprung mass which where the 

frequencies that acceleration was recorded as maximum.  

SelvaKumar et al. [10] modelled a vehicle shock absorber system 

with CATIA software and analysed the same model using ANSYS 

software. The analysis was to determine the equivalent stresses and 

principal elastic strains on the shock absorber system using two en-

gineering materials including carbon fibre and beryllium copper. Us-

ing different diameters of 10.9, 11.2, 11.4, 11.6, 11.8, maximum 

equivalent stress and principal elastic strain of 3.2768e5, 5.2883e5, 

4.7892e5, 4.5751e5 and 4.328e5 as well as 6.9334e-5, 0.00010763, 

9.794e-5, 9.4869e-5 and 8.7578e-5 were obtained for carbon fibre. 

However, using the same diameter for beryllium copper, maximum 

stress and strain of 3.2709e5, 5.3297e5, 4.8135e5, 4.584e5 and 

4.3532e5 as well as 2.7096e-6, 4.2369e-6, 3.8459e-6, 3.7097e-6 and 

3.4421e-6 were obtained. 

A 3D model of a vehicle suspension system was developed by 

Bhasha et al. [11] using CATIA V5 R21. Structural analysis and 

modal analysis was carried out on the shock absorber system using 

different materials. The materials were titanium alloy, phosphor 

bronze, beryllium copper, and spring steel, and maximum stress in-

tensity of 36.102, 36.5865, 36.4637 and 36.4265 N/mm2 were ob-

tained while maximum displacements vectors of 2.6326, 4.9247, 

4.8582 and 3.0123 mm were obtained. It was observed that the stress 

intensity and displacement vectors were less for titanium alloy than 

other materials.  

The stress-strain deformation analysis of vehicle shock absorber 

models is essential for several reasons. Firstly, it allows engineers 

and researchers to evaluate the structural integrity and durability of 

shock absorbers under various loading conditions [12, 13]. By sub-

jecting shock absorber models to different stress levels, it becomes 

possible to identify potential failure points and design flaws, thereby 

improving their overall performance and reliability. Secondly, un-

derstanding the stress-strain deformation behaviour of shock ab-

sorber models aids in optimizing their design and material selection 

[14]. By analysing the stress distribution and strain patterns, engi-

neers can identify areas of high stress concentration and modify the 

design accordingly. This optimization process ensures that shock ab-

sorbers can withstand the forces they encounter during vehicle oper-

ation, leading to improved safety and longevity. 

Furthermore, stress-strain deformation analysis provides valuable 

insights into the performance characteristics of shock absorbers. By 

simulating real-world conditions, researchers can evaluate the damp-

ing capabilities of different shock absorber models. This information 

is crucial for selecting the most suitable shock absorber for specific 

vehicle applications, ensuring optimal ride comfort and stability [15]. 

Moreover, stress-strain deformation analysis can aid in the develop-

ment of advanced shock absorber technologies. By studying the be-

haviour of shock absorber models under extreme conditions, such as 

high-speed impacts or off-road terrain, engineers can identify oppor-

tunities for innovation. This study can lead to the development of 

shock absorbers with enhanced performance, such as adjustable 

damping systems or adaptive control mechanisms. 

Stress-strain deformation analysis on vehicle shock absorber 

models is a critical aspect of understanding their behaviour and per-

formance. By evaluating the structural integrity, optimizing the de-

sign, and assessing the damping capabilities, the safety, comfort, and 

durability of shock absorbers can be enhanced. The evaluation was 

adopted in this study for stress-strain deformation analysis of con-

ventional vehicle shock absorber materials under in-service multi-

translated non-proportional loading conditions. This can provide a 

foundation for the development of advanced shock absorber technol-

ogies, contributing to the continuous improvement of vehicle sus-

pension systems. Therefore, stress-strain deformation analysis car-

ried out in this study is crucial for understanding the behaviour of 

vehicle shock absorbers under different operating conditions. By 

identifying potential problems, material limitations, and areas of 

high stress concentration, engineers can optimize the design, en-

hance performance, and ensure the reliability and longevity of shock 

absorbers. This analysis also aids in validating the design and man-

ufacturing processes, leading to improved overall vehicle dynamics 

and customer satisfaction. 

 

2. Research Methodology 

2.1 Theoretical Background 

In static structural deformation analysis, mathematical equations 

are used to calculate total and directional deformations, as well as 

equivalent Von-Mises and elastic strain. These equations are derived 

based on principles of mechanics and material behaviour, and are 

essential for understanding the behaviour of shock absorbers under 

applied loads. To calculate directional deformations, the material's 

properties and the direction of the applied load were considered. To 

obtain mathematical equations for total and directional deformations 

on vehicle shock absorber system, the basic principles of elasticity 

was considered. In addition to deformations, it is also important to 
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calculate the equivalent Von-Mises stress and elastic strain. These 

calculations are essential for predicting the performance and failure 

of structures and components. These equations form the underlying 

principles behind the operation of vehicle shock absorbers, and are 

essential for analysing their behaviour under applied loads and en-

suring their safety and reliability. Shock absorbers operate based on 

the principle of converting kinetic energy into heat energy. They 

consist of a piston, cylinder, and hydraulic fluid. When a vehicle en-

counters a bump or uneven surface, the suspension system com-

presses the shock absorber [16]. This compression forces the piston 

to move inside the cylinder, displacing the hydraulic fluid. The hy-

draulic fluid, usually oil, flows through small orifices or valves 

within the shock absorber, creating resistance against the piston's 

movement. This resistance slows down the compression and exten-

sion of the suspension system, controlling the rate at which the vehi-

cle's weight shifts during these movements. The damping force gen-

erated by the shock absorber is determined by various factors, in-

cluding the design, size, and viscosity of the hydraulic fluid, as well 

as the orifice size and valve characteristics. If these components are 

not carefully engineer, it becomes difficult to achieve the desired 

damping characteristics for different vehicle types and driving con-

ditions. Performance efficiency of the shock in the vehicle's suspen-

sion must be evaluated by taking into account the vibrating system 

being a linear single-mass single-support mechanism with fixed 

elastic and damping characteristics at a harmonic frequency as seen 

on Figure 1. 

 

Figure 1. Linear vibrating system with damping characteristics 

 

 The linear vibrating system is based on the following differential 

equation presented in Eq.(1) and Eq. (2): 

𝑀�̇� + 𝑘 (�̇� − �̇�) + 𝑐(𝑧 − 𝑞) = 0      (1) 

 

or 

 

ż + 2ℎ (�̇� − �̇�) + 𝜔0
2 (𝑧 − 𝑞) = 0      (2) 

 

To compute the absolute and relative oscillations, it is important 

to rewrite Eq. (2) in the following forms: 

 

�̇� + 2ℎ�̇� + 𝜔0
2 𝑧 = 2ℎ�̇� + 𝜔0

2 𝑞 = 𝑄𝑍      (3) 

 

�̇� + 2ℎ�̇� + 𝜔0
2 𝑥 = �̇� = 𝑄𝑥      (4) 

 

prepared Where x = q – z is the suspension deformation, �̇� = �̇� −
�̇� represents velocity of suspension deformation, �̈� = �̇� − �̇� is the 

suspension deformation due to acceleration, �̇� denotes disturbing 

kinematic effect, 𝑄𝑥  and 𝑄𝑍  denotes disturbing functions for 

steady state forced oscillations on x and z coordinates. Eqs.(5-9) was 

obtained based on the principles of linear vibrating system, in which 

the damping effect of the suspension system induces stress-strain de-

formations on the shock absorber. In this case, the amplitude of per-

turbing function causing forced absolute oscillations of the sprung 

mass is given by Eq. (5). 

 

𝑄𝑍0 = 𝑞0√𝜔0
4 + 4ℎ2𝜔0

2                (5) 

 

The amplitude of perturbing function causing forced relative os-

cillations of the sprung mass is given by Eq. (6). 

 

𝑄𝑋0 =  𝑞0𝜔2      (6) 

 

In cases where resistance force versus deformation velocity is lin-

ear, the total work on the shock absorber over oscillation cycle is 

given by Eq. (7): 

 

 𝐴 =
2𝜋

∫ 𝑘�̇�𝑥𝑑𝑡̇
𝑤

0

= 𝑘𝑥0
2𝜔𝜋               (7) 

 

Where �̇� = 𝑥0 𝜔 cos(𝜔𝑡 + 𝛽𝑥) represents deformation veloc-

ity of vehicle suspension. Suspension force acting partially on the 

linear shock absorber over oscillation cycle is expressed in Eq. (8). 

 

 𝑃f =

(
𝜋
2𝛽𝑥)

𝜔

2 ∫ 𝑘�̇��̇�𝑑𝑡=𝑘𝑥0
2𝜔(𝑠𝑖𝑛𝛽∗𝑐𝑜𝑠𝛽−𝛽),   

(
𝜋
2𝛽𝑧)

𝜔

         (8) 

 

Suspension force acting fully on the linear shock absorber system 

over oscillation cycle is expressed in Eq. (9). 

 

 𝐹f = 𝑓 − 𝑃f = 𝑘𝑥0
2𝜔𝜋 − 𝑘𝑥0

2𝜔 (𝑠𝑖𝑛𝛽 ∗ 𝑐𝑜𝑠𝛽 − 𝛽) =

 𝑘𝑥0
2𝜔 (𝜋 + 𝛽 − 𝑠𝑖𝑛𝛽 ∗ 𝑐𝑜𝑠𝛽)             (9) 

 

Thus, Effective Work Ratio (EWR) of the shock absorber with 

linear characteristic can be determined using Eq. (10). 

 

 𝜂 =
𝑃f

𝑓
=

𝑘𝑥0
2𝜔 (𝜋+𝛽−𝑠𝑖𝑛𝛽∗𝑐𝑜𝑠𝛽)

𝑘𝑥0
2𝜔𝜋

=
𝜋+𝛽−𝑠𝑖𝑛𝛽∗𝑐𝑜𝑠𝛽

𝜋
      (10) 

 

Under isothermal conditions, the pressure variations in the re-

bound chamber and the compression chamber are expressed in Eq. 

(11) and Eq. (12). 

 

 
𝑑𝑝1

𝑑𝑡
=

𝐸

𝑉10+𝑆1𝑥1
((𝑄1 + 𝑄2 + 𝑄3 + 𝑄4) − (𝑆1�̇�1))      (11) 
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𝑑𝑝2

𝑑𝑡
=

𝐸

𝑉20+𝑆3𝑥2−𝑆2𝑥1
(

(𝑄1 − 𝑄2 − 𝑄3 − 𝑄4)

−(𝑆3�̇�2 − 𝑆2�̇�1)
)       (12) 

 

where E is Oil Bulk modulus, V10 and V20 are the initial volumes 

of the rebound and compression chambers, Q is the oil flow rate of 

corresponding orifices, Si is the cross-section area of the relevant 

chamber, �̇�1 is the velocity of the main piston, �̇�2 is the velocity 

of floating piston, x1 is the displacement of the main piston, x2 is the 

displacement of the floating piston. The opened area for variable or-

ifice with a blunt needle for oil flow during compression and re-

bound strokes is given by Eq. (11). 

 

 𝐴3 =
𝜋

4
𝑑𝑏

2 (1 − (1 −
𝑐

2𝑀𝑐
)

2

)            (13) 

 

where db is the diameter of the additional orifice, nc is the click 

number of the variable diameter needle, Mc is the maximum possible 

number of the needle clicks. For total forces on the floating piston, 

the equation of motion for the floating piston is given by Eq. (14). In 

addition, equation of motion for the main piston is given by Eq. (13). 

 

 𝑚2�̈�2 =  𝑆3𝑃2 − 𝑆3𝑃3 − 𝐹𝑓2 𝑠𝑖𝑔𝑛(�̇�2 − �̇�1) − 𝑚2𝑔    (14) 

 

𝑚1�̈�1 =  𝑆1𝑃1 − 𝑆2𝑃2 − 𝐹𝑓1 𝑠𝑖𝑔𝑛(�̇�1) − 𝑚1𝑔 + 𝐹     (15) 

 

where m1 is the mass of the main piston, x1 is the acceleration of 

the piston motion, S1 is the area of the rebound chamber cross section, 

S2 is the area of the compression chamber cross-section, Ff1 is the 

friction force appearing between the piston and the body of the shock 

absorber, and F is the damping force caused by the shock absorber. 

The damping force caused by the shock absorber due to its motion 

is expressed in Eq. (16). 

 

𝐹 = 𝑚1�̈�1 − 𝑆1𝑃1 + 𝑆2𝑃2 + 𝐹𝑓1 𝑠𝑖𝑔𝑛(�̈�1) + 𝑚1𝑔     (16) 

 

2.2 Analytical Background 

The shock absorber assembly is presented in Figure 2. The CAD 

model was done on SolidWorks 2018 while all analysis was done on 

ANSYS 2023 R1. The CAD model was imported to ANSYS work-

bench for Finite Element Analysis (FEA). The Finite Element 

method was used to study the maximum shear stress, the Von-mises 

stress and the displacement due to the force. The model was simpli-

fied for to enable us obtain quality meshing and reduce the analysis 

time and computational resources required. It can be observed that 

the spring base support was rid of any complex curves. Furthermore, 

the contact between the rod and the cylinder was ignored and the 

model was adjusted to ignore such contact. This is because we are 

only interested in the spring’s behaviour under load and not the en-

tire strut assembly. The other parts were assigned the default struc-

tural steel material found in the applications database.  

The procedure for geometry and mesh generation in FEA plays a 

critical role in obtaining accurate and reliable analysis results. It in-

volved creating an accurate geometric model, simplifying the geom-

etry, generating a suitable mesh, selecting appropriate element types 

and sizes, defining boundary conditions, and performing a quality 

check. Following this procedure ensures that the FEA analysis is 

based on a sound foundation, leading to more accurate predictions 

and better engineering decisions. Step-by-step procedure for con-

ducting FE simulation of shock absorber model in this study are enu-

merated as follows: 

i. Geometry Generation: The first step in Finite Element (FE) 

modelling process was to create a geometric CAD model 

of the shock absorbing structure or component being ana-

lysed. This was done using computer-aided design (CAD) 

software known as SOLIDWORKS. The geometry in-

cluded all relevant components, such as the piston, cylinder, 

coil spring and strut mount. 

ii. Clean-up and Simplification: Once the CAD geometry was 

created, it was important to clean-up and simplify the 

model. Some unnecessary details, such as small fillets or 

chamfers were removed, and the geometry was simplified 

to reduce the computational effort required for mesh gen-

eration and analysis. 

iii. Mesh Generation: Once the geometry was created, clean-

up and simplification done, a mesh was generated to dis-

cretize the model into smaller elements. The mesh genera-

tion process involved division of the geometry into a finite 

number of smaller, interconnection of 8 nodded tetrahedral 

brick element. The mesh was fine enough to capture the 

important features of the shock absorber geometry and en-

sure accurate results with less computational time. The se-

lection of element size depends on the complexity of the 

geometry and the desired level of accuracy. Smaller ele-

ments provide more accurate results but require more com-

putational resources. 

iv. Material Properties: Accurate material properties are es-

sential for realistic simulations. The material properties of 

the shock absorber components, such as the piston, cylin-

der, coil spring and strut mount, needed to be determined. 

In the outline window on the ANSYS material library, the 

Geometry tab was expanded while the Solid Body 1 was 

highlighted. The shock absorber model was then high-

lighted in green, indicating it is selected. Right below the 

outline window was "Details of Solid Body 1". The mate-

rial was expanded, the material properties desired or de-

fined for the model was then assigned to the shock absorber 

model. 

v. Boundary Conditions and Constraints: Boundary condi-

tions and constraints which defined constraints and loading 

conditions applied to the shock absorber model were spec-

ified. These included fixed supports, applied loads, damp-

ing and stiffness coefficients and constraints on displace-

ments or rotations. Boundary condition represented the 

physical connection between the shock absorber and the 

structure it is mounted on. The fixed constraints were ap-

plied to simulate the mounting points of shock absorbers. 

These constraints restricted the translational and rotational 

degrees of freedom, ensuring that the shock absorber re-

mained fixed at its mounting locations. Shock absorbers 

are subjected to various loads during their operation, such 

as compression, extension, and torsion. For example, a 

compressive load can be applied to simulate the impact of 
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a vehicle hitting a bump. In this case, a load of 4300N rep-

resenting the cars sprung weight and luggage loads was ap-

plied in the positive y direction. This force was constrained 

to simulate the forces on an actual shock absorber. A fixed 

support was placed on a strut mount. The magnitude, direc-

tion, and distribution of these loads were properly repre-

sented in order to obtain reliable results. Shock absorbers 

are designed to provide damping and stiffness to control 

the motion of a system. These characteristics were incor-

porated into the FE model by defining appropriate damping 

and stiffness coefficients.  

vi. Quality Check: After generating the mesh, it was important 

to perform a quality check to ensure the mesh is suitable 

for analysis, as mesh quality directly affects the accuracy 

of the analysis results. This involved checking for element 

distortion, aspect ratio, and element size variation. Mesh 

quality directly affects the accuracy of the analysis results. 

Errors found were adequately addressed before proceeding 

with the FEA analysis. 

vii. Finite Element Analysis: Once the geometry, mesh, mate-

rial properties, and boundary conditions were defined, a fi-

nite element analysis (FEA) was performed using the 

ANSYS software. This involved solving the governing 

equations of motion using numerical methods. The 

ANSYS software calculated the total deformation, direc-

tional deformation, equivalent Von-mises stresses and 

equivalent strain, of the shock absorber model. The accu-

racy of the results depended on the quality of the mesh, ma-

terial properties, and boundary conditions. 

Internal damping and viscous parameters were not considered be-

cause the study was static structural deformation analysis. Static 

structural deformation analysis focuses on the equilibrium state of a 

structure under applied loads, where the structure is assumed to be 

in a state of rest. In this scenario, the effects of internal damping and 

viscous parameters, which are related to dynamic behaviour and en-

ergy dissipation of the shock absorber, are not relevant. Internal 

damping and viscous parameters are typically considered in dynamic 

structural analysis, where the response of a structure to time-varying 

loads is of interest. In dynamic analysis, the damping characteristics 

of a structure play a crucial role in determining its response to dy-

namic loads, such as vibrations or seismic forces. However, in static 

analysis, where the focus is on determining the static deformation 

and stresses on the sock absorber, the consideration of internal 

damping and viscous parameters is unnecessary. Furthermore, the 

inclusion of internal damping and viscous parameters in static struc-

tural deformation analysis can complicate the analysis and introduce 

additional uncertainties. These parameters are often difficult to quan-

tify accurately and can vary significantly depending on the material 

properties, geometry, and boundary conditions of the structure. By 

neglecting these parameters in static analysis, the analysis becomes 

more straightforward and the results are more reliable. 

 

 

Figure 2. Shock absorber assembly 

 

The shock absorber was modelled in SolidWorks 2020. The ma-

terial properties were selected from conventional spring materials, 

with design parameters adequately considered. The wire diameter 

(d), spring diameter and spring height were 15.5 mm, 155.57 mm 

and 200 mm. The computational analysis was carried in ANSYS 

2023 R1. Mesh visualization of the shock absorber model is shown 

in Figure 3 while the properties of shock absorber materials are pre-

sented in Table 1. Modelling details of the shock absorber compo-

nents are presented in Table 2 while mesh details of the shock ab-

sorber model are presented in Table 3.  

 

Table 1. Properties of shock absorber materials 

Material Prop-

erties  

Hard Drawn 

Spring Wire 

(A227) 

Stainless Steel 

(A313) 

Alloy Steel 

(A213) 

Young's Mod-

ulus (MPa) 

2.07e+05  1.9305e+05 2.0684e+05 

Poisson's Ra-

tio 

0.3 0.4 0.30435 

Bulk Modulus 

(MPa) 

1.725e+05 3.2176e+05 1.762e+05 

Shear Modu-

lus (MPa) 

79615 68948 79290 

Tensile Yield 

Strength 

(MPa) 

1591 2240.8 2068.4 

 

In finite element simulations, contact conditions are typically de-

fined using contact algorithms that determine how two surfaces in-

teract when in contact with each other. These algorithms consider 

factors such as friction, penetration, and separation between the sur-

faces to accurately model the contact behaviour. For shock absorbers, 

contact conditions are particularly important as they directly affect 

the static behaviour and overall performance of the system. 
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Table 2. Modelling details of the shock absorber components 

Shock Absorber Components Strut Mount Coil Spring Piston Rod Cylinder 

Material 

Assignment Structural Steel Stainless Steel Structural Steel 

Nonlinear Effects Yes 

Thermal Strain Effects Yes 

Bounding Box 

Length X 176.69 mm 122.7 mm 33.803 mm 120. mm 

Length Y 29. mm 175.54 mm 200. mm 255. mm 

Length Z 176.69 mm 122.7 mm 33.803 mm 120. mm 

Properties 

Volume 68533 mm³ 2.4589e+005 mm³ 27752 mm³ 1.5043e+005 mm³ 

Mass 0.53798 kg 1.9057 kg 0.21507 kg 1.1809 kg 

Centroid X 8.8548e-005 mm 6.2259e-002 mm -4.495e-009 mm -1.7033e-005 mm 

Centroid Y 412.53 mm 319.08 mm 335.22 mm 176.13 mm 

Centroid Z 5.6181e-005 mm 0.62281 mm 2.2488e-009 mm 7.2457e-003 mm 

Moment of Inertia Ip1 610.93 kg·mm² 7025.3 kg·mm² 6.4163 kg·mm² 7790.7 kg·mm² 

Moment of Inertia Ip2 1174.2 kg·mm² 4647.7 kg·mm² 763.84 kg·mm² 554.03 kg·mm² 

Moment of Inertia Ip3 610.94 kg·mm² 7016. kg·mm² 763.86 kg·mm² 7830.8 kg·mm² 

Statistics 

Nodes 21091 13616 18958 43137 

Elements 11115 6549 12322 23032 

 

Table 3. Mesh details of the shock absorber model 

Object Name Mesh Object Name Mesh 

State Solved Quality 

Display Check Mesh Quality Mesh Quality Worksheet 

Display Style Use Geometry Setting Error Limits Aggressive Mechanical 

Defaults Target Element Quality 5.e-002 

Physics Preference Mechanical Smoothing Medium 

Element Order Program Controlled Mesh Metric None 

Element Size 8.0 mm Inflation 

Sizing Use Automatic Inflation None 

Use Adaptive Sizing Yes Inflation Option Smooth Transition 

Resolution Default (2) Transition Ratio 0.272 

Mesh Defeaturing Yes Maximum Layers 5 

Defeature Size Default Growth Rate 1.2 

Transition Slow Inflation Algorithm Pre 

Span Angle Center Coarse View Advanced Options No 

Initial Size Seed Assembly Advanced 

Bounding Box Diagonal 462.39 mm Number of CPUs for Parallel 

Part Meshing 

Program Controlled 

Average Surface Area 1799.4 mm² Straight Sided Elements No 

Minimum Edge Length 1.0472 mm Rigid Body Behavior Dimensionally Reduced 

Statistics Triangle Surface Mesher Program Controlled 

Nodes 96802 Topology Checking Yes 

Elements 53018 Pinch Tolerance Please Define 

Show Detailed Statistics No Generate Pinch on Refresh No 

 

In the context of SOLIDWORKS Simulation, defining contact 

conditions involves specifying how different components interact 

with each other under loading conditions. This is essential for pre-

dicting the performance and durability of the shock absorber assem-

bly. One of the key challenges in defining contact conditions is de-

termining the type of contact between components. There are vari-

ous types of contact conditions that can be defined in 

SOLIDWORKS Simulation, including bonded, no penetration, and 

frictional contact. Each type of contact condition has its own set of 

parameters that need to be carefully defined to accurately represent 

the physical behaviour of the components. Defining contact condi-

tions for shock absorbers in SOLIDWORKS Simulation, factors 

such as material properties, surface roughness, and loading condi-

tions were considered. For example, the coefficient of friction be-

tween the piston and cylinder surfaces can have a significant impact 

on the damping characteristics of the shock absorber. 
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Figure 3. Mesh visualization of the shock absorber model 

 

While analysing the shock absorber system in this study, the fol-

lowing contact conditions were defined: 

i. Bonded contact assumed that the two components are per-

fectly joined together and do not move relative to each 

other. This was considered suitable for components that are 

rigidly connected, such as the spring and its seat or piston 

and cylinder of the shock absorber. 

ii. No penetration contact allowed components to move rela-

tive to each other, but prevents them from interpenetrating. 

This was considered useful for simulating the movement of 

components within a shock absorber, such as the piston 

sliding within the cylinder. 

iii. Frictional contact introduced a frictional force between 

components, which can be useful for simulating the damp-

ing effect of the shock absorber. By adjusting the friction 

coefficient, the behaviour of the shock absorber under dif-

ferent conditions can be modelled accurately. 

One common approach that was used in defining contact condi-

tions in shock absorber simulations in this study was the use of con-

tact elements. These elements are inserted at the interface between 

the contacting surfaces and allow for more accurate modelling of the 

contact behaviour. Contact elements can account for factors such as 

friction, separation, and sliding between the surfaces, providing a 

more realistic representation of the contact conditions.  Boundary 

conditions (connections and contacts as well as coordinate systems) 

for the shock absorber stress-strain deformation analysis are pre-

sented in Table 4. 

 

Table 4. Boundary conditions for the shock absorber stress-strain deformation analysis 

CONNECTIONS AND CONTACTS COORDINATE SYSTEM 

Object Name Contacts Object Name Global Coordinate System 

State Fully Defined State Fully Defined 

Definition Definition 

Connection Type Contact Type Cartesian 

Scope Coordinate System ID 0 

Scoping Method Geometry Selection Origin 

Geometry All Bodies Origin X 0. mm 

Auto Detection Origin Y 0. mm 

Tolerance Type Slider Origin Z 0. mm 

Tolerance Slider 0. Directional Vectors 

Tolerance Value 1.156 mm X Axis Data [1. 0. 0.] 

Use Range No Y Axis Data [0. 1. 0.] 

Face/Face Yes Z Axis Data [0. 0. 1.] 

Face-Face Angle Tolerance 75° Analysis 

Statistics Physics Type Structural 

Connections 4 Analysis Type Static Structural 

Active Connections 4 Solver Target Mechanical APDL 

2.3 Background Details on SOLIDWORKS and ANSYS Simu-

lation Software 

 In the field of engineering, simulation software plays a crucial 

role in the design and analysis of various products and systems. Two 

widely used simulation software programs are SOLIDWORKS and 

ANSYS. Both programs offer powerful tools for engineers to simu-

late and analyse the behaviour of their designs before they are phys-

ically built. The background details of SOLIDWORKS and ANSYS 

simulation software, and their key features and capabilities are pro-

vided as follows: 

i. SOLIDWORKS: SOLIDWORKS is a 3D CAD and mod-

elling tool developed by Dassault Systèmes to run on Mi-

crosoft Windows. It is widely used in the engineering in-

dustry for designing and modelling mechanical compo-

nents and assemblies [17]. SOLIDWORKS offers a user-

friendly interface that allows engineers to create complex 

3D models with ease. The software also provides a wide 

range of tools for simulation and analysis, including finite 

element analysis (FEA) and computational fluid dynamics 

(CFD). One of the key features of SOLIDWORKS is its 

integration with other software programs, such as ANSYS, 

for more advanced simulation capabilities. This allows en-

gineers to transfer their designs seamlessly between the 

two programs, enabling them to perform detailed analysis 

and optimization of their models. 

ii. ANSYS: ANSYS is a simulation software developed by 
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ANSYS Inc. It is known for its advanced capabilities in 

structural analysis, fluid dynamics, and electromagnetics. 

ANSYS offers a wide range of tools for engineers to simu-

late and analyse the behaviour of their designs under vari-

ous conditions. One of the key features of ANSYS is its 

ability to perform Multiphysics simulations, where multi-

ple physical phenomena are simulated simultaneously. 

This allows engineers to study the interactions between dif-

ferent aspects of their designs, leading to more accurate and 

realistic results. 

Both SOLIDWORKS and ANSYS simulation software programs 

offer unique features and capabilities for engineers to design and an-

alyse their products. While SOLIDWORKS is more focused on 3D 

modelling and design, ANSYS is known for its advanced simulation 

capabilities. By integrating these two programs, engineers can take 

advantage of the strengths of each software to create more efficient 

and optimized designs. Also, being adequately versed on the back-

ground details of these software programs, can enable engineers 

make informed decisions on which program to use for their specific 

needs. 

 

3. Results and Discussions 

 

Total deformation refers to the overall change in shape or dimen-

sions of the shock absorber due to external forces such as damping, 

friction, resistance forces etc. A number of deformations (bending, 

twisting, compression, and elongation) due to these operating forces 

acting on the shock absorber results in total deformation of the sys-

tem. Deformation can occur in various components of the shock ab-

sorber, such as the piston rod, cylinder, and mounting brackets. Var-

ious factors contribute to the total deformation experienced by shock 

absorbers, including vehicle weight, road conditions, and driving 

style. Poor road conditions, such as potholes and speed bumps, can 

subject shock absorbers to higher levels of deformation. Aggressive 

driving, such as hard braking and cornering, can increase the forces 

acting on the shock absorbers, leading to greater deformation. 

Figures 4-6 illustrates total deformation profiles for three (3) con-

ventional shock absorber materials including Hard Drawn Spring 

Wire (A227), Stainless Steel (A313) and Alloy Steel (A213). The 

total deformation profile in Figures 4-6 are characterised by several 

colours such as royal blue, sky blue, lemon, yellow and red colours, 

each representing minimum and maximum total deformation safe 

values or critical values. These values indicate that the shock ab-

sorber material may fail depending on the severity of deformations 

involved. Therefore, royal blue colour represents the minimum total 

deformation values, red colour represents maximum total defor-

mation values. However, the colours in between royal blue and red 

represents the operating range of values that can either be considered 

high or low depending on their proximity to the said red and royal 

blue colours.  From Figures 4-6, total deformations of 47.603, 

54.286 and 49.216 mm were exhibited by hard drawn spring wire 

(A227), stainless steel (A313) and alloy steel (A213) shock absorber 

materials. The ability of these shock absorber materials to resist and 

withstand the loads and forces acting on them during service condi-

tion is a function of their tensile yield strength. In this case, hard 

drawn spring wire (A227) possessed the lowest tensile yield strength 

of 1591 MPa followed by tensile yield strength of 2068.8 MPa for 

alloy steel (A213) while stainless steel (A313) had tensile yield 

strength of 2240.8 MPa. This clearly indicate that shock absorber 

material with the highest yield tensile strength exhibited the least 

maximum total deformation among the three materials. This find-

ings are graphically represented in Figure 7, which shows maximum 

total deformations for the for the three shock absorber materials. 

Careful observation of the shock absorber total deformation simu-

lated profiles indicate that maximum deformation occurred around 

the area with concentrated by red colour which is the cylinder. In this 

case, the design can be altered to distribute the load more evenly, 

reducing stress concentrations and improving overall performance 

around this areas. 

 
Figure 4. Shock absorber total deformation profile for stainless steel 

wire (A313)                        

 

Figure 5. Shock absorber total deformation profile for alloy steel 

wire (A231) 
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Figure 6. Shock absorber total deformation profile for hard drawn spring 

wire (A227) 

 

Figure 7. Plot of maximum total deformations for the three shock 

absorber materials 

 

Similar to the case of total deformation, directional deformation 

was also analysed statically in this study. The FEA results which il-

lustrates directional deformation profiles for three (3) conventional 

shock absorber materials including Hard Drawn Spring Wire (A227), 

Stainless Steel (A313) and Alloy Steel (A213) are presented in Fig-

ures 8-10. The same description provided for the significance and 

characteristics of colour profiles in the case of total deformation also 

apply to directional deformations. 

From Figures 8-10, total deformations of 47.569, 48.762 and 

53.303 mm were exhibited by stainless steel (A313), alloy steel 

(A213) and hard drawn spring wire (A227) shock absorber materials. 

As mentioned earlier, these shock absorber materials resist and with-

stand the loads and forces acting on them during service condition 

due to their tensile yield strength. This is evidence in the yield tensile 

properties of the materials presented in Table 1. Relationship be-

tween the material yield tensile strength property and directional de-

formation indicates that higher tensile yield strength property is re-

sponsible for lower directional strength and vice versa. In this case, 

it is observed that Hard Drawn Spring Wire (A227) which has the 

lowest tensile yield strength value of 1591 MPa yielded the highest 

directional deformation of 53.303 mm. The same findings are appli-

cable to Stainless Steel (A313) and Alloy Steel (A213) shock ab-

sorber materials which has tensile yield strength value of 2240.8 as 

well as 2068.4 MPa, yielded directional deformations of 47.569 and 

48.762 mm. Maximum directional deformations for the three shock 

absorber materials are graphically represented in Figure 11. Like the 

case of total deformations, the shock absorber directional defor-

mation simulated profiles indicate that maximum directional defor-

mation occurred around the area concentrated by red colour which 

is the cylinder.  

Deformation can lead to changes in the internal hydraulic or me-

chanical mechanisms of the shock absorber. Increased deformation 

may result in reduced damping capabilities, leading to a harsher and 

less controlled ride. Excessive deformation can cause the shock ab-

sorber to lose its ability to absorb and dissipate energy effectively. 

Deformation can also lead to misalignment or binding of compo-

nents, further compromising performance. Inadequate shock ab-

sorber performance due to deformation can negatively impact vehi-

cle stability and handling. Reduced damping capabilities may result 

in increased braking distances and compromised tire grip on the road. 

Excessive deformation can lead to premature wear of other suspen-

sion components, such as springs and bushings. The overall safety 

of the vehicle and its occupants can be compromised if shock ab-

sorbers are not functioning optimally. Aggressive driving, such as 

hard braking and cornering, can increase the forces acting on the 

shock absorbers, leading to greater deformation. In FEA, maximum 

deformation refers to the highest displacement experienced by a 

shock absorber model under a given load condition. This parameter 

provides valuable insights into the structural integrity and potential 

failure points of the shock absorber. By identifying areas of exces-

sive deformation, engineers can modify the design to ensure that the 

shock absorber can withstand the expected loads without compro-

mising its performance or safety. 

 

Figure 8. Shock absorber directional deformation profile for stain-

less steel wire (A313)   
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Figure 9. Shock absorber directional deformation profile for alloy 

steel wire (A231)     

 

Figure 10. Shock absorber directional deformation profile for hard 

drawn spring wire (A227) 

 

Figure 11. Maximum directional deformations for the three shock 

absorber materials  

 

The maximum distortion criterion, also known as the von Mises 

failure criterion, implies that the failure of an elastic material un-

der a constant load commences when the second variable of the 

deviatoric stress attains a critical stress value. This is governed by 

plasticity theory which applies primarily to elastic materials such 

as metals. In this study, the ability of the material to respond to 

external load conditions prior to deformation is considered visco-

elastic, linear elastic, or nonlinear elastic [18, 19]. In this case, von 

Mises failure was modelled based on von Mises stress theory or 

equivalent tensile stress after observing that the shock absorber 

material under intense loading condition began to yield when the 

von Mises stress of the material attained the yield stress value [20]. 

In other words, the shock absorber materials are considered to fail 

if the von mises exceeds the yield strength of the material and vice 

versa.  

The Von-Mises stress failure criterion satisfies the condition 

where two stress properties with the same distortion energy have 

the same Von-Mises stress. Von-mises stress profiles were ob-

tained from the shock absorber models which were statically ana-

lysed with three different materials namely: Hard Drawn Spring 

Wire (A227), Stainless Steel (A313) and Alloy Steel (A213). The 

Von-mises stress profiles consisted of colour bands of royal blue, 

sky blue, lemon, yellow and red colors, each representing mini-

mum and maximum values. Von-mises stress safe values or criti-

cal values at which shock absorber materials can fail depend on 

whether these Von-mises stress values in question have exceeded 

the shock absorber material tensile yield strength or not. 

From the static analysis shown on the Von-mises stress profile 

in Figure 12-14, hard drawn spring wire (A227) had maximum 

equivalent Von-mises stress of 1205.8 MPa with tensile yield 

strength of 1591 MPa, alloy steel wire (A231) had maximum 

equivalent Von-mises stress of 1204.7 MPa with yield strength of 

2068.4 MPa while stainless steel wire (A313) had maximum 

equivalent Von-mises stress of 1084.6 MPa with yield strength of 

2240.8 MPa. Equivalent Von-mises stress results, seen on Figure 

15, obtained from each of the three shock absorber materials indi-

cated that shock absorber material with the highest tensile yield 

strength value exhibited the lowest equivalent Von-mises stress 

value under loading condition and vice versa. In this case, stain-

less steel wire (A313) exhibited the lowest equivalent stress value 

due to its tensile yield strength which is higher than that of the 

other two materials.  

This findings also applies to the other two materials (hard 

drawn spring wire (A227) and alloy steel wire (A231)) that were 

employed in the analysis of this study. Considering the colour dis-

tribution across each of the shock absorber, blue and lemon colour 

dominated the entire profile, indicating that the shock absorbers 

still had the capacity to accommodate more load, and as well per-

form optimally under the statically loading conditions. The differ-

ence between the tensile yield strength values and maximum 

equivalent Von-mises stress obtained from each shock absorber 

material further buttressed that the shock absorber materials can 

still accommodate more load.  
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Figure 12. Shock absorber equivalent von-mises stress profile for 

hard drawn spring wire (A227)                          

 

Figure 13. Shock absorber equivalent von-mises stress profile for 

alloy steel wire (A231) 

 

Figure 14. Shock absorber equivalent von-mises stress profile for 

stainless steel wire (A313)                  

 

Figure 15. Plot of maximum equivalent von-mises stress for the 

three shock absorber materials 

 

Static strain deformation is a property that relates to the rate at 

which a solid body changes or deforms in response to a load or 

force relative to its length, shape, or geometry. Therefore, if a ran-

dom deformation mode is used when the normal stress value 

reaches a critical point, the structure may be exposed to failure, or 

when the total energy per unit volume exceeds the magnitude of 

the deformation, the structural unit is vulnerable to failure. From 

the concept of maximum strain energy, also referred to as octahe-

dral shear stress theory, the absolute strain energy is broken down 

into static and geometric strain energy. The Static loading can take 

the form of compression or stretching, which can result in tension 

of the material, weakening and detaching the atomic bonds in the 

material's atomic structure and pulling them apart. This phenom-

enon is called strain elongation [21, 22]. If the loading effect is 

very intense, atoms in the metallic lattice will slide from their orig-

inal deformed positions to new equivalent positions in the crystal-

line structure of the metal, causing permanent plastic deformation. 

The main reason why atoms slide over each other is related to the 

theory of dislocations, or defects in the metal crystalline arrange-

ment of atoms [23]. In structural parts such as shock absorber as 

load-bearing parts, the shock absorber material is also subjected 

to compression strain elongation under long-term operating con-

ditions, upward as well as the downward motion of the vehicle 

becomes alternating motion. This can also be caused by thermal 

expansion when the vehicle is in operating condition, which can 

be thought of as the equivalent load divided by the temperature 

change in the shock absorber material. Therefore, as the shock ab-

sorber temperatures increase during vehicle operation, this causes 

increased strain along the bonded areas within the atoms in the 

metal lattice of the shock absorber material.  

Static equivalent strain analysis was carried out on three differ-

ent materials namely: Hard Drawn Spring Wire (A227), Stainless 

Steel (A313) and Alloy Steel (A213). Figure 16-18 shows the 

maximum equivalent elastic strain derived from three shock ab-

sorber materials employed in this study, while maximum equiva-

lent elastic strain for the three shock absorber materials are graph-

ically represented in Figure 19. From the static strain profile, Hard 

Drawn Spring Wire (A227) had maximum equivalent strain of 
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0.0065269, Stainless Steel (A313) had maximum equivalent strain 

of 0.0060882 while Alloy Steel (A213) had maximum equivalent 

strain of 0.0061912. Like the case of Von-mises stress, equivalent 

strain results obtained from each of the three shock absorber ma-

terials showed that shock absorber material with the highest ten-

sile yield strength value produced the lowest equivalent strain 

value under loading condition and vice versa. None of the three 

shock absorber materials indicated signs of failure under static 

loading condition analyzed in this study. This is evidence on the 

colour profiles (see Figure 16-18) which is predominantly consti-

tuted by lemon colour on the coil spring and blue colour on the 

cylinder, piston rod and strut mount. It should be noted that the 

blue colour represents minimum equivalent elastic strain value 

while lemon colour represents values in between minimum and 

maximum equivalent elastic strain.   

 

Figure 16. Shock absorber equivalent elastic strain profile for hard 

drawn spring wire (A227)        

 

Figure 17. Shock absorber equivalent elastic strain profile for al-

loy steel wire (A231) 

 

Figure 18. Shock absorber equivalent elastic strain profile for 

stainless steel wire (A313)        

 

Figure 19. Plot of maximum equivalent strain for the three shock 

absorber materials 

 

3.1. Preventive Measures for Total and Directional Defor-

mations as well as Equivalent Von-mises stress and Equiva-

lent Elastic Strain on Vehicle Shock Absorbers 

Preventive measures for total deformation and directional de-

formation on vehicle shock absorber are crucial in ensuring the 

safety and performance of vehicles. Both types of deformation can 

lead to reduced effectiveness of the shock absorber, resulting in 

compromised vehicle handling and safety. They can be prevented 

in the following ways: 

i. One preventive measure for total deformation is to regu-

larly inspect the shock absorber for signs of wear and tear. 

This can include checking for cracks, dents, or other 

forms of damage that may indicate potential deformation. 

By identifying and addressing these issues early on, the 

risk of total deformation can be minimized. 

ii. In terms of preventing directional deformation, proper 

installation and maintenance of the shock absorber and 

its connecting components is essential. Ensuring that the 
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components are securely fastened and aligned correctly 

with one another can help prevent excessive stress and 

strain that may lead to directional deformation. This in-

cludes following manufacturer guidelines for installation 

and regularly checking and replacing worn-out compo-

nents. Proper maintenance can help prevent premature 

wear and deformation of the shock absorbers. Addition-

ally, using high-quality materials and components that 

are designed to withstand the forces and pressures expe-

rienced during vehicle operation can also help prevent 

deformation. 

iii. In addition to preventing directional deformation, it is 

important to drive carefully and avoid rough terrain or 

aggressive driving maneuvers that can put excessive 

stress on the shock absorbers. Additionally, using high-

quality shock absorbers that are designed to withstand 

directional forces and pressures experienced during ve-

hicle operation can also help prevent deformation. 

iv. Another preventive measure for both total and direc-

tional deformation is to avoid overloading the vehicle be-

yond its recommended capacity. Excessive weight can 

put undue stress on the shock absorber components, in-

creasing the likelihood of deformation. By adhering to 

the manufacturer's guidelines for vehicle weight limits, 

the risk of deformation can be significantly reduced. 

Preventive measures for total deformation and directional de-

formation on vehicle shock absorber are essential for maintaining 

the safety and performance of vehicles. By regularly inspecting 

the components, ensuring proper installation and alignment, and 

avoiding overloading the vehicle, the risk of deformation can be 

minimized. Implementing these measures can help prolong the 

lifespan of the shock absorber components and ensure optimal ve-

hicle performance. 

On the other hand, preventive measures for equivalent Von-

Mises stress and equivalent elastic strains on vehicle shock ab-

sorber components are crucial in ensuring the safety and longevity 

of these critical. The Von-Mises stress and elastic strains are key 

indicators of the structural integrity and performance of shock ab-

sorbers, and excessive levels of these parameters can lead to prem-

ature failure and potential safety hazards. They can be prevented 

in the following ways: 

i. One of the primary preventive measures for managing 

Von-Mises stress and elastic strains on shock absorbers 

is proper material selection. The choice of materials with 

high strength, stiffness, and fatigue resistance properties 

can help reduce stress concentrations and minimize the 

risk of failure under dynamic loading conditions. Addi-

tionally, the use of advanced manufacturing techniques, 

such as precision machining and heat treatment pro-

cesses, can further enhance the structural integrity and 

durability of shock absorbers. 

ii. Another preventive measure for controlling Von-Mises 

stress and elastic strains on vehicle shock absorbers is 

proper design. The shock absorber should be designed to 

withstand the expected loads and operating conditions. 

Additionally, the design should incorporate features such 

as reinforcements, fillets, and stress-relieving features to 

distribute the stress and strains more evenly and reduce 

the likelihood of failure. 

iii. Another important preventive measure is regular inspec-

tion and maintenance of shock absorbers. Periodic visual 

inspections and performance testing of the shock ab-

sorber can help identify potential issues, such as corro-

sion, fatigue cracks, wear, or damage before they esca-

late into more serious problems. Timely replacement of 

worn or damaged components can help prevent exces-

sive stress and strain levels from compromising the over-

all performance and safety of the shock absorber system. 

Proper maintenance, such as lubrication and adjustment, 

can also help prolong the life of the shock absorber and 

prevent excessive stress and strains from developing. 

iv. Furthermore, proper design and engineering practices 

play a critical role in preventing excessive Von-Mises 

stress and elastic strains on shock absorbers. The use of 

finite element analysis (FEA) and computer-aided design 

(CAD) tools can help optimize the design and geometry 

of shock absorbers to minimize stress concentrations and 

improve load distribution. Additionally, incorporating 

safety factors and design margins can help ensure that 

shock absorbers can withstand the expected operating 

conditions and potential variations in loading. 

Preventive measures for managing equivalent Von-Mises stress 

and elastic strains on vehicle shock absorbers are essential for en-

suring the reliability and safety of the suspension system. By im-

plementing proper material selection, regular inspection and 

maintenance, and sound design practices, manufacturers and en-

gineers can mitigate the risk of premature failure and enhance the 

performance and longevity of shock absorber systems. Ultimately, 

prioritizing preventive measures can help optimize the overall 

performance and safety of vehicle suspension systems, contrib-

uting to a smoother and more comfortable driving experience. 

 

3.2. Augmentation of Vehicle Shock Absorbers 

Shock absorbers are an essential component of a vehicle's sus-

pension system, responsible for dampening the impact of bumps 

and vibrations on the road. The performance of shock absorbers 

directly affects the comfort, stability, and safety of the vehicle. In 

recent years, there has been a growing interest in augmenting ve-

hicle shock absorbers to improve their performance and efficiency. 

The augmentation of vehicle shock absorbers can lead to signifi-

cant benefits in terms of ride comfort, handling, and overall vehi-

cle performance. These are discussed in the following highlights: 

i. Improved Ride Comfort: One of the primary reasons for 

augmenting vehicle shock absorbers is to improve ride 

comfort. Traditional shock absorbers are designed to ab-

sorb and dissipate energy from bumps and vibrations, but 

they may not always provide a smooth and comfortable 

ride. By augmenting shock absorbers with advanced 

technologies such as adaptive damping systems or elec-

tronic control units, vehicle manufacturers can tailor the 

damping characteristics to suit different driving condi-
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tions and road surfaces. This can result in a more com-

fortable and refined ride for passengers, especially over 

rough or uneven terrain. 

ii. Enhanced Handling and Stability: In addition to improv-

ing ride comfort, augmented shock absorbers can also 

enhance vehicle handling and stability. By adjusting the 

damping force in real-time based on factors such as ve-

hicle speed, steering input, and road conditions, aug-

mented shock absorbers can help improve cornering per-

formance, reduce body roll, and enhance overall stability. 

This can lead to a more engaging and dynamic driving 

experience, as well as improved safety and control in 

emergency situations. 

iii. Increased Performance and Efficiency: Another benefit 

of augmenting vehicle shock absorbers is the potential 

for increased performance and efficiency. By optimizing 

the damping characteristics of the shock absorbers, vehi-

cle manufacturers can improve the overall performance 

of the suspension system, resulting in better traction, re-

duced tire wear, and improved fuel efficiency. Addition-

ally, augmented shock absorbers can help reduce the im-

pact of road noise and vibrations on the vehicle, leading 

to a quieter and more comfortable driving experience. 

The augmentation of vehicle shock absorbers can lead to sig-

nificant benefits in terms of ride comfort, handling, and overall 

vehicle performance. By incorporating advanced technologies and 

control systems into shock absorbers, vehicle manufacturers can 

tailor the damping characteristics to suit different driving condi-

tions and improve the overall driving experience for passengers. 

As the automotive industry continues to evolve, the augmentation 

of vehicle shock absorbers will play an increasingly important role 

in enhancing the comfort, stability, and efficiency of vehicles on 

the road. 

 

4 Conclusions 

The stress-strain deformation of vehicle shock absorbers plays a 

crucial role in ensuring the safety and performance of vehicles. This 

study explored the various factors that contribute to stress and strain 

in shock absorbers, including the material properties, design consid-

erations, and operating conditions. By understanding these factors, 

manufacturers and engineers can make informed decisions to opti-

mize the performance and durability of shock absorbers. One key 

finding is that the material properties of shock absorbers signifi-

cantly influence their stress-strain deformation. The choice of mate-

rials, such as steel or alloys, can impact the overall strength and stiff-

ness of the shock absorber. Additionally, the manufacturing process 

and heat treatment techniques can further enhance the material prop-

erties, reducing the risk of failure under extreme conditions. Further-

more, the design considerations of shock absorbers also play a vital 

role in managing stress and strain. Factors such as the size, shape, 

and geometry of the shock absorber can affect its ability to withstand 

external forces and absorb energy. Additionally, the presence of fea-

tures like grooves, ribs, or reinforcements can enhance the structural 

integrity and reduce stress concentrations. Operating conditions, in-

cluding the vehicle's weight, speed, and road conditions, also con-

tribute to stress and strain in shock absorbers. Heavy loads and rough 

terrains can subject the shock absorbers to higher stress levels, po-

tentially leading to premature failure. Therefore, it is crucial to con-

sider these factors during the design and selection of shock absorbers 

to ensure their optimal performance and longevity. Based on the 

findings discussed above, several recommendations can be made to 

improve the stress-strain deformation of vehicle shock absorbers: 

i. Material Selection: Manufacturers should carefully select 

materials with appropriate strength and stiffness properties 

for shock absorbers. Conducting thorough material testing 

and analysis can help identify the most suitable materials 

for specific applications. 

ii. Manufacturing Process: Employing advanced manufactur-

ing techniques, such as precision machining and heat treat-

ment, can enhance the material properties and reduce the 

risk of stress and strain deformation. Strict quality control 

measures should be implemented to ensure consistent pro-

duction. 

iii. Design Optimization: Engineers should focus on optimiz-

ing the design of shock absorbers to minimize stress con-

centrations and improve overall structural integrity. Utiliz-

ing computer-aided design (CAD) software and conduct-

ing finite element analysis (FEA) can aid in identifying po-

tential weak points and optimizing the design accordingly. 

iv. Regular Maintenance: Vehicle owners should adhere to 

regular maintenance schedules, including inspecting and 

replacing worn-out shock absorbers. This will help prevent 

excessive stress and strain on the components, ensuring 

their optimal performance and longevity. 

v. Road Infrastructure: Governments and road authorities 

should invest in improving road infrastructure to minimize 

the impact of rough terrains and potholes on shock absorb-

ers. Well-maintained roads can significantly reduce stress 

and strain on vehicles, enhancing their overall safety and 

performance. 

vi. Other failure mechanisms such as fatigue, bending, buck-

ling, corrosion, etc. should also be investigated. This can 

form a broad body of knowledge on shock absorber failures 

and prolongment of its duty cycle. 

In conclusion, stress-strain deformation in vehicle shock absorbers 

is a critical aspect that requires careful consideration. By implement-

ing the recommendations mentioned above, manufacturers, engi-

neers, vehicle owners, and road authorities can collectively contrib-

ute to the improved performance, durability, and safety of shock ab-

sorbers in vehicles. 
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ABSTRACT 
 
This paper presents a detailed 3D model of a solid hydrogen storage tank based on metal hydride LaNi5 technology, utilizing 

COMSOL Multiphysics 6.1 software. The model takes into account the coupling of momentum, heat, mass and energy transfer 

within the LaNi5 metal hydride during hydrogen absorption. The main objective of the study is to analyze the temporal evolution 

of temperature and pressure within the tank as hydrogen is absorbed. In addition, the paper investigates the effectiveness of a 

cooling strategy involving the integration of cooling tubes into the tank configuration. This approach aims to enhance the thermal 

management of the storage system by dissipating excess heat generated during hydrogen absorption. 

Simulation results demonstrate the changes in temperature and pressure occurring within the LaNi5 metal during the process 

of hydrogen absorption. The implementation of an air-based cooling system emerges as an effective means of regulating the 

temperature of the storage tank, thus creating optimal conditions for hydrogen absorption processes. This understanding is essen-

tial to the development of efficient thermal management solutions for solid hydrogen storage technologies. By comprehensively 

analyzing the thermal behavior of the LaNi5 metal hydride tank, this numerical study suggests that the efficient design of storage 

system is very important for rapid absorption of hydrogen. 
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1. Introduction 

Since the beginning of the 21st century, the entire world has shifted 

its interest towards searching for alternatives to traditional transport 

technologies due to the consequences of their impact on the climate 

[1]. All industrial sectors are aiming to overcome their dependence 

on fossil fuels, which are responsible for a substantial proportion of 

greenhouse gas emissions [2]. 

In the environmental context, hydrogen is a promising energy car-

rier in the face of current challenges. it is a solution that can be used 

to replace fossil fuels in various fields, notably in the automotive 

sector [3], where it is used as a fuel to power a hydrogen fuel cell [4, 

5] or even internal combustion engines [6]. Thanks to its various pro-

duction [7] and storage methods [8], it is considered a clean, renew-

able, and highly powerful energy source. 

Currently, there are three main approaches for hydrogen storage. 

High-pressure hydrogen storage, which is realized by compressing 

hydrogen gas at pressures ranging from 300 to 700 bars. Low-tem-

perature liquid storage, it involves cooling hydrogen gas to as low as 

-253 °C to condensate it to a liquid state and solid-state hydrogen 

storage that requires the use of metal hydrides to absorb hydrogen 

gas [8]. 

The use of metal hydride-based hydrogen storage offers a signifi-

cant volume density (of the order of 120 kg/m3) compared with the 

other two storage methods, liquid (71 kg/m3), and gaseous (42 kg/m3) 

[9].  However, the enormous amount of heat emitted during the hy-

driding process is a major drawback [10]. This poses a challenge to 

the thermal management of the storage tank [11]. 

The storage of hydrogen in solid form utilizing metal hydrides ne-

cessitates thorough consideration of the thermal challenges. In order 

to be enable to absorb the hydrogen the tank must be maintained at 

an appropriate temperature [12]. 

The main objective of this work is to study the absorption phe-
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nomenon of a metal hydride-based solid-state hydrogen storage sys-

tem for powering a PEMFC (proton exchange membrane fuel cell) 

fuel cell used in vehicles. 

To optimize the performance of metal hydride tanks, research into 

tank design and configuration is essential for efficient operation of 

stored hydrogen distribution. The present work implies a numerical 

study on the comparison of different techniques proposed to improve 

the thermal management of a solid-state hydrogen storage tank 

based on a LaNi5 metal hydride. In particular, the evolution of the 

temperature within hydride bed upon absorption. 

 

2. Numerical model 

This study, a numerical model was used to simulate the thermal 

behavior of a solid-state hydrogen storage tank. The physical model 

of the metal hydride tank studied is composed of a solide phase 

(metal: LaNi5) and a pure gaseous phase (hydrogen: H2), thus form-

ing a porous medium as showed in Figure 1. The choice of tank ge-

ometry is based on a 3D type is seen on Figure 2. The tank consists 

of a cylindrical of radius R = 0.25 m and height H = 1 m. The hydro-

gen is injected into the tank from the top at PH2_in = 8 bars during the 

absorption of hydrogen. The lateral surface experiences cooling 

through natural convection, while the remaining orthogonal surfaces 

are presumed to exhibit adiabatic behaviour. The temperature is 

maintained constant at the extremities of the tank and set to the value 

of T0 = 293 K.  

 

 

Figure 1. Schematic section view of the hydrogen absorption in a porous 

media 

  

Figure 2. The geometry of the model 

To simplify the numerical model, the following assumptions are 

considered [13, 14, 15, 16, 17]:  

i. The gas phase (hydrogen) is pure. 

ii. The tank is considered in three dimensions (3D). 

iii. The media are in local thermal equilibrium between gas and 

solid. 

iv. The validity of Darcy’s law. ²z 

v. The radiative transfer in the porous medium is neglected. 

vi. The hydrogen inlet temperature and pressure are maintained 

constant (T0 and P0). 

The equations governing the hydriding process are discussed in 

detail below. 

2.1 Energy conservation 

   According to the [14, 18] heat transfer modeling can be simplified 

by setting a temperature variable for the system (Eq. (1)). 

(𝜌𝐶𝑝)𝑒𝑓𝑓
𝜕𝑇

𝜕𝑡
+ 𝜌𝑔𝐶𝑝𝑔𝜐𝑔𝛻𝑇 = 𝛻(𝜆𝑒𝑓𝑓𝛻𝑇) + 𝑆𝑚 

 

       (1) 

   Where the effective heat capacity, (ρCp)eff, is given by Eq. (2):  

(𝜌𝐶𝑝)𝑒𝑓𝑓 = 𝜖𝜌𝑔𝐶𝑝𝑔 + (1 − 𝜖)𝜌𝑠𝐶𝑝𝑠           (2) 

   The effective thermal conductivity can be written as: 

𝜆𝑒𝑓𝑓 = 𝜖𝜆𝑔 + (1 − 𝜖)𝜆𝑠                (3) 

   The heat source term Sm is equal to: 

𝑆𝑚 = (1 − 𝜖). ∥ 𝛥𝐻 ∥.
𝜕𝜌𝑠

𝜕𝑡
                (4) 

   With, ϵ is the porosity of the medium studied and 
𝜕ρs

𝜕t
 is the amount 

of hydrogen absorbed by the metal as a function of time. 
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   In the case of absorption [19]: 

𝜕𝜌𝑠

𝜕𝑡
= 𝐶𝑎 . 𝑒

−𝐸𝑎
𝑅𝑇 . 𝑙𝑛 (

𝑃

𝑃𝑒𝑞
) (𝜌𝑠𝑠 − 𝜌𝑠)            (5) 

   With Peq is the equilibrium pressure. 

2.2 Mass conservation  

   For gaseous media (hydrogen): 

𝜖
𝜕𝜌𝐻2

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝐻2𝜐𝐻2⃗⃗ ⃗⃗ ⃗⃗  ) = −�̇�               (6) 

   Where, ρH2 is the density of gas (hydrogen) and υH2 is the veloc-

ity field of the gas (hydrogen). 

   For solid media (metal hydride): 

(1 −  𝜖)
𝜕𝜌𝑠

𝜕𝑡
= −�̇�                  (7) 

   Where, ρs the density of solide (bed) and ṁ the mass transferred 

from the gas phase to the solid in function of time.  

   The gas density ρH2 is described by the equation: 

(1 −  𝜖)
𝜕𝜌𝑠

𝜕𝑡
= −�̇�                   (8) 

2.3 Momentum conservation  

   According to Darcy’s law the hydrogen gas velocity within the 

thank is:  

𝑉𝐻2 =
𝑘

𝜇𝐻2
�⃗� 𝑃                    (9) 

   Where, k is the intrinsic permeability of the porous medium (m2), 

and μH2 is the dynamic viscosity of the fluid (Pa.s). 

2.4 Kinetics reaction  

   The absorption kinetic of a hydride metal is related to the 

amount of hydrogen absorbed by the metal over time can be ex-

pressed as:  

𝜕𝜌𝑠

𝜕𝑡
= 𝐶𝑎 𝑒𝑥𝑝 (−

𝐸𝑎

𝑅𝑇
) 𝑙𝑛 (

𝑃

𝑃𝑒𝑞
) (𝜌𝑠𝑎𝑡 − 𝜌𝑠)         (10) 

   The equilibrium pressure Peq is calculated using the Van't Hof 

relation via the following term [19]:  

𝑙𝑛 (
𝑃𝑒𝑞

𝑃0
) = 𝐴 −

𝐵

𝑇
                  (11) 

   With A and B are Van't Hoff constants having the values of 

12.95 and 3731.42 respectively [19]. 

2.5 Initial and boundary conditions  

   Initially "t = t0", the temperature, pressure and hydride density 

are assumed to be constant (Figure 2). 

𝑇(𝑡0, 𝑟, 𝑧) = 𝑇0                    (12) 

𝑃(𝑡0, 𝑟, 𝑧) = 𝑃0                   (13) 

𝜌(𝑡0, 𝑟, 𝑧) = 𝜌0                    (14) 

   At the hydrogen inlet (Figure 2): 

𝑇(𝑥, 𝑦, 𝑡) = 𝑇0                    (15) 

𝑃(𝑥, 𝑦, 𝑡) = 𝑃0                    (16) 

   The lateral cooling wall (Figure 2): 

ℎ𝑐𝑜𝑛𝑣(𝑇 − 𝑇0)                    (17) 

2.6 Modeling parameters  

   The thermophysical proprieties of the LaNi5 and H2 used in this 

study are succinctly presented in Table 1. 

Table 1. Thermophysical proprieties of the metal hydride (LaNi5), hy-

drogen (H2) and other parameters used in the simulations [13, 14, 16, 17, 

20, 21]. 
 

Pin 8 [bar] 

Tin 293 [K] 

MH2 2.01588 [g/mol] 

λH2 0.24 [W/m. K] 

ρH2 0.0838 [kg/m3] 

CpH2 14.890 [J/mol. K] 

P0 1 [bar] 

T0 293 [K] 

hconv 1650 [W/ (m².K)] 

khyd 2.4 [W/ (m.K]] 

ϵ 0.5 

Cps 419 [J/kg. K] 

k 3×10-12 [m²] 

ρsat 8520 [kg/m3] 

ρs 8400 [kg/m3] 

Cpair 1005 [J/kg. K] 

kair 0.025 [W/(m².K)] 

CpH2O 4180 [J/kg. K] 

kH2O 0.598 [W/(m². K)] 

Tc 293 [K] 

R 0.02 [m] 

Ea 21170 [J/mol] 

Ca 59.187 [1/s] 

ΔH 30 [kJ/kg] 

Rg 8.314 [J/(mol. K)] 
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2.7 Cooling strategies 

    In order to enhance the cooling efficiency of the storage tank, a 

novel approach was contemplated. This entailed the incorporation of 

internal cooling tubes withing the metal hydride, as illustrated in Fig-

ure 3 (b and c). While maintaining the original geometry of the tank, 

two cooling tubes with a radius of 0.02 m were integrated. 

    For this process, two heat transfer fluids were used: air and water. 

These fluids were chosen because of their specific heat transfer prop-

erties, abundance, and their common use in cooling applications. 

The aim of this study is to evaluate the effectiveness of the afore-

mentioned approach using two distinct fluids, compared with the 

case of a basic tank which cools solely by natural convection. A 

schematic of the different configurations is presented in Figure 3. 

The cooling tubes, which are supposed isotherm (Figure 3): 

𝑇(𝑡, 𝑟, 𝑧) = 𝑇0                  (18) 

 

 

 

Figure 3. Schematic section view of the tank equipped with two cooling 

tubes. (a) basic tank, (b) tank with two air-filled cooling tubes and (c) 

tank with two water-filled cooling tubes 

3. Results and discussion  

 In this section, we determine the variation of temperature and 

pressure as a function of time during the absorption process in hy-

drogen storage tanks. Then, we will provide a comparative assess-

ment of the temperature variation in the tank for the various pro-

posed cooling techniques. 

3.1 Temperature evolution  

    Figure 4 shows the temperature variation as a function of time at 

a specific measuring point within the tank. A rapid increase in tem-

perature can be observed, reaching the maximum value (345 K), at-

tributed to the exothermic nature of as the hydriding reaction of the 

intermetallic. Then, after this rapid increase, the temperature gradu-

ally decreases towards ambient temperature (to 298 K). Our results 

align with those reported in the literature [12]. 

 

Figure 4. Temperature variation as a function of time during absorption 

 The spatio-temporal evolution of the temperature inside the thank 

from 0 to 4000 is shown in the Figure 5. The temperature rises rap-

idly, reaching a maximum value of 345 K, followed by a gradual 

descent to reach a peak temperature of 330 K after 4000 s. 
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Figure 5. Spatio-temporal temperature variation 

3.2 Pressure evolution  

     Figure 6 illustrates the temporal variation of hydrogen pressure 

within the hybrid bed. It is observed that the pressure increases 

rapidly until it reaches a steady state corresponding to the set pres-

sure. This rapid and uniform stabilization of pressure is observed 

throughout the entire hybrid zone, leading to the conclusion that 

H2 percolation times are extremely short [22]. 

  

Figure 6. Temperature Pressure variation as a function of time 

3.3 Effect of the tubes cooling  

      Figure 7 illustrated the temperature field reigning inside the tank 

from 0 s to 4000 s in three different configurations ((a) basic tank, 

(b) tank with two air-filled cooling tubes and (c) tank with two water-

filled cooling tubes). We can observe the rapid growth of the tem-

perature in the hydride bed at the start for all three tank configura-

tions. Then, they decrease progressively as the kinetics of the hydrid-

ing reaction slow. However, the rate in which the temperature goes 

down shows a marked disparity between configurations with cooling 

tubes and those without, where cooling is based solely on the periph-

eral wall of the tank. We observe a rapid increase, reaching a maxi-

mum value of 345 K for t = 500 s, both for the configuration without 

cooling tubes and for that with air-filled tubes. However, in the case 

of the configuration with water-filled tubes, a slightly lower maxi-

mum temperature of 344 K is observed. Thereafter, it gradually de-

creases to reach a temperature of 330 K after 4000 s in the case of 

the tank without cooling tubes, while for the configurations with 

cooling tubes filled with air and water, the corresponding tempera-

tures after 4000 s are 319 K and 318 K, respectively.  

     The presence of cooling tubes in the storage tank reduces the time 

required to cool the hydride bed, which in turn reduces the hydriding 

time. This approach considerably increases the heat exchange sur-

face area within the tank. The cooling tubes also enable the heat to 

be dispersed more efficiently. 

 The use of water as a coolant is highly effective due to its excel-

lent heat transfer properties, making it an efficient cooling medium. 

Nonetheless meticulous selection of materials for the design of cool-

ing tubes is imperative to mitigate potential issues such as corrosion 

and leaks, thereby ensuring the enduring robustness of the envisaged 

cooling system. However, it's worth noting that in some cases, air 

may be preferable to water as a cooling medium. While water is 

highly efficient for heat transfer, it can also present additional chal-

lenges in terms of corrosion and maintenance, especially if the con-

struction materials are not compatible with water. Conversely, uti-

lizing air as a coolant offers a more straightforward and potentially 

more reliable alternative, exhibiting reduced susceptibility to opera-

tional issues. This can be particularly advantageous in applications 

where water-related risks are high or where simplicity and ease of 

maintenance are priorities. 

 Therefore, considering that there is only a 1 K temperature dif-

ference between air cooling and liquid cooling, opting for air cooling 

may be more effective compared to the potential issues associated 

with using water. 
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(c) (b) (a) 

Figure 7. Variation of the temperature in function of time during absorption for different configurations: (a) basic tank, (b) tank with two air-filled cool-

ing tubes and (c) tank with two water-filled cooling tubes 
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4. Conclusions 

     This study contributes to a better understanding of hydrogen 

storage in tanks, in particular the hydrogen absorption process 

with different designs of the cooling system. A three-dimensional 

mathematical model describes how heat and mass transfer in 

metal hydride are carried out. The results showed a substantial and 

swift generation of heat during the hydrogen absorption. Further-

more, this study compares cooling solutions for solid hydrogen 

storage tanks. It offers different approaches to controlling the tem-

perature and thus ensuring safe hydrogen storage. Incorporating 

cooling tubes filled with air significantly enhances heat transfer 

within the tank. 

     There are many perspectives and avenues for achieving our 

study:  

i. Desorption phenomenon: In the current work we have 

studied the phenomenon of hydrogen adsorption. Subse-

quently, a systematic examination of hydrogen desorp-

tion kinetics is envisaged for future research. This will 

involve examining the influence of key parameters in-

cluding temperature, pressure, material characteristics 

and surface morphology on the desorption process (a 

Model utilizing COMSOL Multiphysics is currently un-

der development). 

Incorporating phase-change materials (PCMs) within hydrogen 

tank facilitates the storage of hydrogen at elevated densities and 

reduced temperatures when compared to high-pressure and cryo-

genic tanks. The integration of a PCM is an important part of the 

thermal management of the tanks and offers several important 

advantages, such as the recovery of excess heat and the mainte-

nance of temperature at optimum levels. There are many per-

spectives and avenues for achieving our study. 
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Nomenclature 

Pin  Inlet pressure of hydrogen 

Tin Inlet temperature of hydrogen 

MH2  Molecular mass of hydrogen 

λH2 Heat conductivity of the H2 gas 

ρH2 Density of the H2 gas 

CpH2
 

Specific heat of H2 gas 

P0 Initial pressure 

T0 Initial temperature 

hconv  Heat convection coefficient 

khyd Specific heat of the solid 

ϵ Permeability of the metal 

Cps Specific heat of the solide 

k Permeability of the metal 

ρsat Saturated metal hydride density 

ρs H2-free metal hydride density 

Cpair Specific heat of air 

kair Heat conductivity of air  

CpH2O Specific heat of H2O 

kH2O Heat conductivity of air 

Tc Cooling tubes temperature 

R Annular disc unit radius 

Ea Activation energy for absorption 

Ca Absorption rate constant 

ΔH Reaction heat of formation 

Rg Universal gas constant 
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ABSTRACT 
 
The presence of water in the natural gas stream could cause pipeline corrosion, limit pipeline flow capacities, pipeline blockages 

and possible damage to process filters, valves, and compressors. The absorption gas dehydration system with Triethylene Glycol 

(TEG) as an inhibitor is the most widely used and reliable gas dehydration system for non-cryogenic pipeline operation. TEG losses 

have been a serious concern to the operation personnel in “X” dehydration Plant in the Niger Delta region of Nigeria.  

This study therefore presents the economic analyses of gas dehydration by the introduction of a stripping (sales) gas to the TEG 

regenerator-reboiler to enhance the vapor separation and scrub off any gaseous impurities that may still exist in the rich TEG. The 

existing dehydration units were modeled and process parameters were simulated using Aspen HYSYS® software. An instance from 

the simulation results shows that, for a TEG flow rate of 0.4543 m3/h, 97% of TEG was recovered. However, with the introduction 

of a dry natural gas to the reboiler, 99.98% of the TEG was recovered. This significant improvement, which represents 10.2 kg/h of 

TEG recovery, translates to a cost saving of approximately $89,352 per year. 

 

Keywords: Gas processing plants; Niger Delta; TEG Absorption units; Gas Dehydration 
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1. Introduction 

Natural gas has residential and industrial uses. It is an energy 

source often used for heating, cooking, electricity generation and 

fuel for vehicles. Natural gas is also environmentally friendly. For 

instance, in electricity generation, natural gas burns cleaner than 

other fossil fuel such as oil and coal due to the fact that it produces 

less carbon-dioxide per unit energy released.  For an equivalent 

amount of heat, natural gas produces about 30% less carbon dioxide 

than burning petroleum and about 45% less than burning coal [1]. 

Natural gases either from natural production or storage reservoirs 

contain water, which condense and form solid gas hydrates to block 

pipeline flow and especially control systems. Natural gas in transit 

to market should be dehydrated to a controlled water content to avoid 

hydrate as well as to minimize the corrosion problems. Natural gas 

processing consists of separating all of the various hydrocarbons and 

fluids from the pure natural gas [2]. 

Gas dehydration is one of the most prominent unit operations in 

natural gas processing facility where water is removed from the nat-

ural gas stream. The presence of water in the natural gas stream 

could cause pipeline corrosion, limit pipeline flow capacities, pipe-

line blockages and possible damage to process filters, valves, and 

compressors. This therefore can lead to increased maintenance cost 

and reduced line capacity [3]. As pointed out by Kidnay and Par-

ish[4], to ensure smooth operation in downstream gas facilities: for 

example, gas pipeline usually requires 4-7 lb/MMSCF water content 

(87.2 - 152.6 ppm); for cryogenic unit (to produce Liquefied Natural 

Gas (LNG)), water content in gas shall be less than 1 ppm; for Com-

pressed Natural Gas (CNG) plant, before entering compressor unit, 

water content shall be reduced to maximum 3 lb/MMSCF to meet 

product specification. Some of the methods of dehydration are as 

follows: direct cooling (refrigeration), adsorption, absorption, mem-

brane processes [5]. 

The Absorption gas dehydration system with Triethylene Glycol 

(TEG) as the inhibitor is the most widely used and reliable gas de-

hydration system in upstream operations. With glycol absorption, it 

 

e-ISSN:2757-9077              

 

  

https://sciperspective.com/                               Research Paper

mailto:musashittu@gmail.com
http://dx.doi.org/10.29228/eng.pers.73884
https://orcid.org/0009-0002-2532-9657
https://orcid.org/0000-0002-0583-8369
https://sciperspective.com/


Shittu and Livinus              Engineering Perspective 4 (1): 40-46, 2024  

41 

is possible to lower the water contents down to approximately 10 

ppmvol, depending on the purity of the lean glycol [6].  

Glycol losses are the losses of some glycol content used during de-

hydration [7]. Glycol losses can occur due to uneven contracting or 

too high a water content in the glycol mixture composition. The fre-

quent occurrence of glycol losses in the gas dehydration process 

makes the unit less efficient. The safe limit of glycol losses set by 

the industry must not exceed is 0.01 – 0.15 gal/mmscf [8].  

Several researches on the simulation of TEG dehydration systems 

considering numerous scenarios have been conducted; for example, 

the works of Marfo et al. [9], Salman et al. [10], Kong, et al. [11], 

Anyadiegwu et al. [12], Okafor, et al. [13], Chidiebere et al. [14], 

Neagu and Cursaru [15]. 

This work therefore presents techno-economic analyses of the im-

pact of introducing a dry natural gas into regenerator reboiler to en-

hance the vapor separation to reduce TEG losses in “X” gas pro-

cessing plant located in the Niger-Delta of Nigeria. Note that, TEG 

losses have been a concern to the operation personnels in “X” gas 

dehydration Plant, as 1.5 kg of TEG is lost per day. This translates 

to approximately 11 kg of TEG losses per week, which calls for ac-

tion. The field covers an area of 365 x 250 gross m2 and with a gas 

processing capacity of 125 MMSCFD. The “X” gas processing plant 

has three major functions: Process, monitor, control and deliver 

gases at the required specifications at Gas Transfer Point, recover 

condensate mixed with reservoir water and send to “X” Flow Station 

for treatment, and generate utilities like electricity and domestic wa-

ter for others facilities. 

 

Table 1. Operating conditions for the TEG dehydrating unit of “X” gas 

processing plant 
Parameters units Value 

Molar Flow 

Mass Flow 

MMSCF/D 

kg/hr 

10.01 

9463 

Pressure bar 66.67 

Temperature 

Liquid Volume 

0C 

Barrels/D 

30 

4317 

Composition CH4-CH6+, N2, H2

O 

See Table 2 

Lean Glycol (TEG) TEG - 

Lean TEG purity wt% ≥ 99.5% 

Lean TEG tempera

ture 

°C 50 

Lean TEG pressure bara 52.05 

Contactor pressure bara 66.07 

Contactor gas temp

erature 

°C 30 

Glycol Temperature °C 29.10 

 

2. Data gathering, process description and methodology 

2.1 Data description  

Oil and gas field in the Niger-Delta in recent years have high water 

cut in the excesses of 22% [16]. The dataset used for developing the 

simulation for this study was obtained from the field operating man-

uals (describing the facilities - location, description, process data, 

reference documents, e.t.c) of “X” processing plant in the Niger-

Delta region of Nigeria. The field covers an area of 365 x 250 gross 

m2 and with a gas processing capacity of 125 MMSCFD. Table 1 

and 2 show summaries of the operating conditions of the dehydration 

unit and the feed gas composition of the “X” Processing Plant.  

Table 2. Feed Gas Composition 

 

2.2 Process description and methodology 

Figure 1 shows the modelled, using an industrial software 

Aspen HYSYS [17], existing natural gas dehydration unit of “X” 

Processing plant located in the Niger-Delta region of Nigeria.  

The feed gas was saturated with water through the feed gas satu-

rator to achieve actual wet process conditions as shown in Table 1. 

The wet gas is sent to the absorber column (TEG contactor) where 

it’s fed through the bottom at 30oC and 60.67 barg and the lean gly-

col is fed at 50oC and 62.02 barg at the top. As the glycol moves 

towards the bottom of the contactor, it comes into contact with and 

absorbs the water in the wet gas stream. The dry gas moves to the 

top of the contactor and leave the system for other processes. 

Rich TEG, which has absorbed water from the gas stream, flows 

out of the dehydrator column at 28.44 °C and 62.05 barg, to the let-

down valve (pressure control valve) where the pressure is reduced 

1.790 barg before it enters the heat exchanger to avoid any safety 

concerns.  

The glycol heat exchanger pre-heat the rich TEG to 106.0 °C and 

1.16 barg before it enters the TEG regenerator. The glycol heat ex-

changer is a tubular heat exchanger using hot lean glycol from the 

stripping column as heating medium (shell side). Rich glycol (tube 

side), enters the heat exchanger at 34.6 °C and leaves the glycol/gly-

col heat exchanger at 106.0 °C.  

The glycol regeneration section consists of the main steel column, 

an overhead condenser, and a reboiler whose function is to regener-

ate the glycol to a high purity so that it can be recirculated to the 

absorber to continue its dehydration function. In the reboiler, the rich 

glycol is heated 198.9°C to near its boiling point enabling it to re-

lease virtually all of the absorbed water and any other compounds. 

The main steel column is packed with random packing to ensure 

good contact between vapor and liquid phases. The generated va-

pours pass up the rich glycol steel column along with any volatile 

material and are contacted with liquid traveling down the column. 

The glycol is sent to the surge drum, the glycol surge drum pro-

vides a buffer volume for circulating glycol. The lean glycol is 

cooled again with a trim cooler before being fed back into the ab-

sorber. The condenser cools the vapor leaving the main steel col-

umn and condenses any glycol vapours to liquid. The water re-

mains as vapours and exits the column at the top. 

Component Formulae Mole Fraction 

Methane CH4 0.8785 

Ethane C2H4 0.0602 

Propane C3H6 0.0256 

i-butane i-C4H8 0.0065 

n-butane n-C4H8 0.0078 

i-pentane i-C5H10 0.0026 

n-pentane 

C6+ 

Water 

n-C5H10 

 

H20 

0.0019 

0.0018 

0.008 

Nitrogen N2 0.0002 

Carbon-dioxide CO2 0.0141 

Total  1.000 
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Figure 1. Model of the existing TEG dehydration unit of the “X” gas processing plant. 

 

 
Figure 2. Modified TEG dehydration unit of “X” gas processing plant. 

2.2.1 Process modification and analyses 

To enhance the performance and maximize the potential benefits 

of the dehydration unit, the existing (base) model was modified by 

the introduction of a stripping gas to the TEG regenerator reboiler to 

enhance the vapor separation and scrub off any gaseous impurities 

that may still exist in the rich TEG. Figure 2 shows the modified 

process flow model of the natural gas dehydration unit. 

The TEG recovery of both the base and the modified models were 

then analyzed by comparing the TEG recovery rates. Peter et al. [18] 

maintained that sensitivity analysis can help researchers prioritize 

research needs and to better understand the tradeoffs associated with 

achieving higher system efficiencies by increasing operating temper-

atures or by increasing specific component efficiencies. The effects 

of some input variables; the feed gas flow rates, TEG flow rates and 

dry gas flow rates, on the output variable; TEG recovery weight, 

were therefore analyzed.  

 

 



Shittu and Livinus              Engineering Perspective 4 (1): 40-46, 2024  

43 

2.3 Economic analysis 

Natural gas processing facilities are capital projects and would re-

quire large commitment of funds. Its impact on the financial wellbe-

ing of an organization extends over a long period. It is therefore nec-

essary that operation and maintenance cost of the dehydration unit 

does not exceed its value [19]. In this work, break-even analysis 

(BEA) and the annual cost savings from the glycol recovery to de-

termine the time (years) when the investment decision to modified 

the process of the dehydration unit of “X” processing plant becomes 

viable was used. 

The costing of the dehydration unit of “X” processing plant con-

sidered was primarily the equipment cost, operating cost and instal-

lation cost used for the modification of the dehydration unit. The 

equipment cost comprises: valves, piping, process and instrumenta-

tion equipment used for the upgrade of the unit. The prices were ver-

ified from Croft Production Systems, a leading company involved in 

the designing, building and maintenance of dehydration units and oil 

gas equipment. The installation and operating cost estimates were 

collected from the Site Manager of “X” processing plant. See Table 

3 for the costing summary. 

Table 3. Cost summary for the dehydration unit 

Cost Item Amount ($) 

Equipment Cost 600,000 

Installation Cost 

Operating Cost 

50,000 

10,000 

Total 660,000 

 

The economics of the amount of TEG that was recovered yearly 

from the simulation model of the existing dehydration unit was then 

compared with the modified model, using Eq. (1) and Eq. (2). 

 

𝑆𝐶𝑜𝑠𝑡 = (𝑉𝑜𝑙.  𝑅𝑅𝑇𝐸𝐺𝑤𝑆𝑡𝑟𝑖𝑝𝑝𝑖𝑛𝑔𝐺𝑎𝑠 𝑥 𝐶𝑜𝑠𝑡𝑇𝐸𝐺) −
(𝑉𝑜𝑙. 𝑅𝑅𝑇𝐸𝐺𝑤𝑜𝑆𝑡𝑟𝑖𝑝𝑝𝑖𝑛𝑔𝐺𝑎𝑠 𝑥 𝐶𝑜𝑠𝑡𝑇𝐸𝐺)      (1) 

 

𝐴𝑆𝑐𝑜𝑠𝑡 = 365 𝑥 𝑆𝐶𝑜𝑠𝑡 𝑓𝑜𝑟 𝑚𝑎𝑠𝑠 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒      (2) 

 

3. Results and discussion 

3.1 Technical analysis 

The simulation results were based on the following variables; hy-

drate formation temperature, hydrocarbon dew points, water content, 

TEG losses and TEG recovery. 

The dependent parameters/variables i.e. the water content, dew 

point and hydrate formation temperature of the saturated and dry gas 

are presented in Table 4. The effectiveness of the model was vali-

dated by comparing the dependent parameters of the saturated inlet 

feed gas and dehydrated dry gas.  

According to Marfo, et al. [9], the standard water content require-

ment for natural gas is 6- 7lb/mmscf. This criterion was also used to 

validate the effectiveness of the simulation model. 

From the dependent parameters presented in Table 4, it can be 

seen that the water content of the gas was reduced from 39.52 

Ib/MMSCF to 4.73 Ib/MMSCF. Based on the simulation results ob-

tained, the composition mass fraction of TEG without stripping gas 

was 0.9891 compared to 0.9996 obtained when the dry gas was in-

troduced. 

Table 4. Results of both the saturated and dry gas of the Model 

Dependent variables Saturated Gas Dry Gas 

Water content (lb/MMSCF) 

Dew point temperature (0C) 

39.52 

30.00 

4.73 

-66.47 

Hydrate formation tempera-

ture (0C) 

17.4851 -48.6265 

 

The Initial TEG flow rate from the design is 68.56 bbl/d, which 

translates to 0.4543m3/h (2 gallons per minutes (GPM)). The density 

of the TEG is 1100kg/m3. Therefore, applying Eq. (3), the mass flow 

rate of TEG is 499.7 kg/h. 

 

𝑒 = 𝑚/𝑣       (3) 
 

where, 𝑒 is the density of TEG,  𝑚 denotes the Mass flow rate,  

𝑣 is the volumetric flow rate. 

TEG recovery rate for the existing case= 0.9791 x 499.7 kg/h = 

489.3 kg/h. 

TEG recovery rate for the modified case= 0.9996 x 499.7 kg/h = 

499.5 kg/h. 

Therefore, the extent of the improvement in the amount of TEG 

recovery rate 

  = 499.5 - 489.3 kg/h = 10.2 kg/h. 

The TEG recovery rate of 10.2 kg/h shows the significant im-

provement in the amount of TEG recovered by introducing a strip-

ping gas to the TEG regenerator reboiler. The physiochemical prop-

erties (i.e. hydrate formation temperature, hydrocarbon dew points, 

water content) of the dry gas were also improved. 

Some glycol negligible losses of 0.0004 mass in fraction still exist 

in the dehydration unit. Therefore, the actual TEG recovery rate for 

the existing simulation model = 0.0004 x 499.7 kg/h = 0.19988 kg/h 

= 4.797 kg/d = 1751 kg/Year. 

 

3.1.1 Parametric analysis 

 

This analysis examines the relative importance of the selected pro-

cess feed (input) parameters to the determination of target (output) 

variable of TEG recovery. Different case studies were modelled. The 

summaries of the results are shown in Table 5 and Figure 3, for the 

effect of TEG rates on TEG recovery; Table 6 and Figure 4, for the 

effect of stripping gas volume on TEG recovery; Table 7 and Figure 

5, for the effect of feed gas rates on TEG recovery.  

 

Table 5. Effect of TEG rates on TEG Recovery 

TEG Rate 

(m3/h) 

TEG Recovery 

(kg/h) 

0.45 0.989070412 

0.55 

0.65 

0.75 

0.85 

0.95 

0.989079363 

0.989088029 

0.989088374 

0.989091836 

0.989096694 
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Figure 3. Plot of TEG rates and TEG recovery 

 

 

Figure 4. Plot of stripping gas volume and TEG recovery 

 

 

Figure 5. Plot of feed gas rates and TEG recovery 

 

The results of sensitivity analyses indicate that there is a positive 

relationship between TEG rate and TEG recovery. There is a notice-

able increase in the TEG recovery as the TEG rates is increased from 

0.45 m3/h to 0.65 m3/h and from 0.75m3/h to 0.95 m3/h. However, 

there was a fairly constant TEG recovery between 0.65 m3/h. and 

0.75 m3/h flow rate, as shown in Figure 3. 

 

Table 6. Effect of stripping volume on TEG Recovery 

Stripping Gas Vol. 

(MMSCFD) 

TEG Recovery 

(kg/h) 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1 

0.999630046 

0.999761265 

0.999779633 

0.999785328 

0.99978785 

0.99978921 

0.999790038 

0.999790586 

0.999790972 

0.999791256 

 

Looking at the plot of stripping gas volume and TEG recovery in 

Figure 4, there is a steady increase in TEG recovery as the stripping 

gas volume is increased from 0.1 to 0.5 MMSCFD with a little or no 

further TEG recovery was achieved at stripping gas volume between 

0.5 and 1 MMSCFD, see Figure 4. 

 

Table 7. Effect of Feed gas rates on TEG Recovery 

Feed Gas Rates 

(MMSCFD) 

TEG Recovery 

(kg/h) 

10 

20 

30 

40 

50 

0.999631538 

0.999446588 

0.99923922 

0.999013694 

0.99877634 

 

From the plot of Feed gas rate and TEG recovery in Figure 5, a 

negative relationship is observed. There is a sharp decrease in the 

TEG recovery as the feed gas rates is continuously increased be-

tween 10 MMSCFD and 50 MMSCFD. 

 

3.2 Economic analysis 

According to Adeogun and Iledare [20], various profitability 

measures have been developed to aid decision makers choose be-

tween several investment alternatives; these measures help rank a 

projects’ profitability based on the profitability measures. The eco-

nomic analysis of the dehydration unit of processing plant was there-

fore performed using the TEG recovery rate and the annual cost sav-

ings. Break-Even Analysis (BEA) was used to determine when via-

bility of the investment decision. The primary concern of the man-

agement of “X” processing plant is to reduce the TEG losses and the 

yearly cost implications. The cost of 1kg of TEG at the international 

market of approximately $1 has been considered. 

Therefore, the cost of TEG recovery rate (489.3 kg/h) of for the 

existing (base) case = $489.3/hr. 

The cost of TEG recovery rate (499.5 kg/h) for the modified case 

= $499.5/h 

Hence, the cost savings = $499.5/hr - $489.3/hr = $10.2/hr = 

0.989055

0.98906

0.989065

0.98907

0.989075

0.98908

0.989085

0.98909

0.989095

0.9891
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$244.8/d = $89,352/Y  

Cost of glycol losses that still exist in the dehydration unit = 

0.19988 kg/h = $0.19988/h = $4.797/d = $1751 /Y. 

 

3.2.1 Break-even analysis 

The Break-Even Analysis (BEA) was done by comparing the 

modification cost and the yearly cost savings from TEG glycol re-

covery of the improved dehydration unit to determine the break-even 

time (BET). The modification cost is a one-time capital investment, 

which is added to the yearly acceptable glycol losses that still exist 

in the gas dehydration unit, as represented in Table 8. The BET is 

the time (in years) where the savings from glycol recovery equals the 

modification cost. The investment decision to upgrade the dehydra-

tion unit of “X” processing plant becomes viable after the BET. 

 

Table 8. Break-even analysis of modification cost and glycol cost savings 

Break-

Even 

Time(Y) 

TEG 

Glycol 

Losses (in $) 

Modification 

Cost (in $) 

TEG Glycol  

Cost Savings (in $) 

1 1,751 660,000 89,352 

2 

3 

4 

5 

6 

7 

8 

9 

10 

3,502 

5,253 

7,004 

8,755 

10,506 

12,257 

14,008 

15,759 

17,510 

663,502 

665,253 

667,004 

668,755 

670,506 

672,257 

674,008 

675,759 

677,510 

178,704 

268,056 

357,408 

446,760 

536,112 

625,464 

714,816 

804,168 

892,520 

 

 

Figure 6. Plot of Modification cost and break-even time 

 

From Figure 6, the break-even point (BEP) is after year 8. This 

represents the point at which the yearly cost savings from glycol re-

covery equals the cost of upgrading the dehydration unit by the in-

troduction of a dry gas to the TEG regenerator reboiler to enhance 

the vapor separation. Beyond the break-even point, the investment 

decision to upgrade the existing dehydration unit becomes a viable 

investment decision. 

 

4. Conclusions 

A techno-economic analyses of the impact of introducing a dry natu-

ral gas into regenerator reboiler to reduce TEG losses in the absorption 

system of “X” gas processing plant located in the Niger-Delta of Nigeria 

has been performed. Although, the modification of the existing dehydra-

tion unit is capital intensive, the investment decision to upgrade the ex-

isting gas dehydration unit becomes viable after the Break-Even Point 

(BEP). The following conclusion can be drawn from this research; 

- the modified model of introducing a dry gas to the reboiler of 

TEG regenerator has improvement on the glycol recovery of the 

dehydration unit by 10.2 kg/h, which translate to a cost saving of 

approximately $89,352 per year. 

- the target parameters of the modified model were all improved, 

and the water content value of 4.73 lb/MMSCFD of the dry gas 

is within the standard limit of 6-7 lb/MMSCFD for pipeline 

transport. 

- TEG losses still exist in the gas dehydration unit but it is consid-

ered negligible. 

- the sensitivity analysis of the stripping gas volume and the TEG 

recovery rate shows that there was a steady increase in TEG re-

covery as the stripping gas volume was increased from 0.1 to 0.5 

MMSCFD and a constant TEG recovery was achieved at strip-

ping gas volume between 0.5 and 1 MMSCFD. 
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𝑒 TEG density (kg/m3) 

𝑚 TEG mass flow rate (kg/h) 

𝑣 TEG volumetric flow rate (m3/h) 

𝑆𝐶𝑜𝑠𝑡 Saved cost ($) 

𝐴𝑆𝑐𝑜𝑠𝑡
 

Annual saved cost ($) 

TEG Triethylene Glycol 

BEP Break-even point 
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